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1 Introduction

Information theoretic studies show that multiple-input multiple-output (MIMO) wireless
systems can achieve very high spectral efficiencies for single-user communication [1, 2].
For a fixed average receive SNR, the capacity of a MIMO system is directly proportional to
the available multipath, implying that high multipath is actually a desirable characteristic for
a communications channel. Intuition suggests, however, that scattering phenomena leading
to strong multipath also introduce high pathloss (low average receive SNR). Therefore, one
might expect high SNR and high multipath to be competing goals. Ultimately, we may
wish to know what characteristics are important for a “good” or high capacity channel.
Such knowledge specifies what environments will truly benefit from MIMO architectures
and allows optimal planning and deployment of MIMO systems.

In this work, we demonstrate the joint effect of pathloss and multipath richness on capacity
through two-dimensional (2D) finite-difference time-domain (FDTD) simulations [3]. The
scenario under study is a simplified model of a section of the 4th floor of the engineering
building on the Brigham Young University campus. We find that multipath richness is fairly
constant, and that the capacity is mostly a function of the pathloss. A capacity multiplier
analysis shows that when average SNR in the environment is high, MIMO systems tend to
be very advantageous. However, when average SNR is low, most of the advantage of the
multiple antennas comes from diversity and not spatial multiplexing.

2 FDTD Simulations

The FDTD method was chosen for ease of implementation and its ability to capture all
important scattering mechanisms. Two-dimensional simulations were necessary to allow
simulation of a sufficiently large area. Limiting simulations to 2D essentially reduces the
pathloss exponent, which we feel is acceptable for the goals of the study.

Figure1 depicts the FDTD simulation area, where only the cinder block walls (homoge-
neous dielectric withεr = 2) and supporting beams (solid perfect conductors) were in-
cluded. An excitation of 2.45 GHz was assumed and the region was discretized at a spatial
resolution of 8 cells per wavelength.

Separate simulations were run for 9 different transmit antenna positions located along a uni-
form linear array (ULA) withλ/2 inter-element spacing, whereλ is the free-space wave-
length. The excitation signal was âz-directed (vertical) current source driven with a sine
wave. Simulations were run for 400 sinusoidal periods in order to reach steady-state opera-
tion. The time-domainEz field component was stored on aλ/2-spaced grid over the entire
simulation domain for the last simulation period. The response at the center frequency was
then obtained from an FFT.
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Fairly arbitrary receive arrays could be formed from the stored data. Here, a4×4 uniform
rectangular array withλ/2 inter-element spacing was chosen. Receive arrays were synthe-
sized at sample points lying on a Cartesian grid over the complete floor plan with a grid
spacing of5λ. Sample points that were inside walls or within10λ of the center transmit an-
tenna were discarded, leaving 1894 remaining points. The channel transfer response from
thejth transmit antenna to theith receive antenna for thesth receive array position ishi,j,s.
TheNR = 16 transmit byNT = 9 receive channel matrix for positions is Hs.

3 SNR, Multipath Richness, and Capacity

In this study, relative SNR at locations is defined as

SNR(s)
rel =

1
NT NR A

∑

i,j

|Hi,j,s|2, A =
1

NT NRNS

∑

i,j,s

|Hi,j,s|2, (1)

whereNS = 1894 is the number of receive array locations. Figure2 shows the relative
receive SNR for all positions. Apparent in the plot is the wave guiding of the hallway,
significant propagation through walls, and shadowing due to metal beams.

Multipath richness has been quantified using the effective degrees of freedom (EDOF) met-
ric [4]. We use an alternative SNR-independent definition of EDOF for a single channel
realization asEDOF =

∑
k Sk/maxk Sk, whereSk is thekth singular value of the channel

matrix. This value lies on the range[1, min(NT , NR)] and represents the effective number
of parallel channels that can be formed.

Capacity is computed using the water-filling solution [2], with each receive antenna having
a constant (complex) noise variance ofσ2 = SNRrefA, whereSNRref is a convenient
referenceSNR. Setting the reference SNR has the effect of shifting the scale in Figure2 by
the reference value.

Figure3 plots the capacity, relative SNR, and EDOF as a function of the separation of the
transmitter and receiver for a reference SNR of 20 dB. As one would expect, the SNR and
multipath richness decrease and increase, respectively, with increasing separation distance.
The capacity is more strongly affected by the SNR variation than EDOF variation. Also, we
see that the EDOF parameter changes only modestly over the range of distances. Therefore,
in this scenario, increasing separation distance is not advantageous, since the slight increase
in multipath cannot compensate for lost receive SNR.

Figure4 plots the approximate functional relationship between the three important parame-
ters of capacity, relative SNR, and EDOF. Although average capacity is strongly affected by
SNR, it is only weakly affected by the EDOF parameter. Also, we see the expected inverse
dependence of SNR and EDOF.

4 Capacity Multiplier Analysis

Simulations and measurements confirm that MIMO systems offer a large capacity increase
over single antenna systems. However, is full spatial multiplexing usually required to ob-
tain this improvement? In this study we analyze the data for three possible systems: (1)
single-transmit single-receive (SISO), (2) optimal transmit/receive diversity (equivalent to
maximum ratio transmission [5]), and (3) complete spatial multiplexing (MIMO). In each
case a channel capacity can be computed under the constraints of the signaling system to
obtainCSISO, CDIV, andCMIMO, respectively.



SinceCSISO only varies according to the relative SNR, we will considerCSISO as the base-
line capacity. Next, we define the multiplierMD = CDIV/CSISO, which quantifies capacity
improvement due to diversity. This improvement will depend on the spatial distribution of
the multipath and how much power gain can be extracted through proper weighting. Fi-
nally, we defineMM = CMIMO/CDIV, which quantifies the capacity increase from spatial
multiplexing and is proportional to the richness of the multipath. Studies on the i.i.d. Gaus-
sian channel suggest that for very rich multipath,MDMM = min(NT , NR). Our multiplier
analysis shows how close we are to the ideal i.i.d. Gaussian channel and indicates the reason
for the capacity increase. In the following, we consider both high (20 dB) and low (0 dB)
reference SNRs.

Plots forCSISO (not shown) look very similar to Figure2, since capacity is essentially just
the logarithm of power. Figure5 plots the two multipliers for the high reference SNR.
AlthoughMD is highest in the shadow regions, it is fairly constant throughout the simula-
tion area. The multiplexing multiplierMM can actually be high very near the transmitter,
demonstrating that high SNR and high multipath are not necessarily mutually exclusive.
Figure6 plots cdfs of the base capacity and multipliers. The capacity increase afforded
by MIMO is large, and both diversity and multiplexing play a major role in the capacity
increase.

In the case of a low reference SNR (0 dB), the multiplier plots look very similar to Figure5,
except that the range onMD is much larger, and the range onMM is shifted down. Figure7
plots cdfs for this low SNR case. Again, a substantial improvement in capacity is afforded
by the MIMO system. However, most of the improvement comes from diversity and not
spatial multiplexing.

5 Conclusion

We have presented full-wave FDTD simulations of an indoor environment and studied the
relationship of SNR, EDOF, and capacity. Capacity varies most notably with respect to the
relative SNR. The multipath richness, quantified by EDOF, varies only weakly in the envi-
ronment. A capacity multiplier analysis demonstrated that for high SNR, MIMO systems
are very advantageous throughout the indoor channel, and that for low SNR most of the
improvement can be captured by simple diversity techniques.
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Figure 1:FDTD simulation area
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Figure 2:Relative SNR vs receive position
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Figure 3:Relative SNR, EDOF, and capac-
ity vs. transmit/receive separation distance
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Figure 4:Empirical functional relationship
of relative SNR, EDOF, and capacity

-30

-25

-20

-15

-10

-5

0

0 5 10 15 20 25 30 35

y
co

or
d
in

at
e

(m
)

x coordinate (m)

1.8

2

2.2

2.4

2.6

2.8

3

3.2

M
u
ltip

lier

MD (Ref. SNR=20 dB)

2.6

2.8

3

3.2

3.4

3.6

4

3.8

-30

-25

-20

-15

-10

-5

0

0 5 10 15 20 25 30 35

y
co

or
d
in

at
e

(m
)

x coordinate (m)

M
u
ltip

lier

MM (Ref. SNR=20 dB)

Figure 5: Diversity and multiplexing ca-
pacity multipliers for a reference SNR of
20 dB
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Figure 6:SISO capacity and capacity mul-
tiplier cdfs for a reference SNR of 20 dB

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

0 5 10 15 20 25 30

0 0.5 1 1.5 2 2.5 3

P
(C

<
A

b
s
c
is

s
a
)

Multiplier

Capacity (bits/s/Hz)

MM

MD

MDMM

CSISO

Figure 7:SISO capacity and capacity mul-
tiplier cdfs for a reference SNR of 0 dB


	Introduction
	FDTD Simulations
	SNR, Multipath Richness, and Capacity
	Capacity Multiplier Analysis
	Conclusion

