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I. Introduction 
Information theoretic analyses and real propagation measurements [ 11-[3] have demonstrated 
the capacity advantage of multiple-input multiple-output (MIMO) systems over single-antenna 
networks for wireless communications over multipath channels. In these studies, the “channel” 
consists of a fixed physical propagation environment and antenna array configuration. Because 
the capacity computed for these channels depends on the antenna physical characteristics, it 
does not represent a true upper bound on achievable performance for a specific channel. This 
bound is important as, without it, no true definition of optimality for MIMO communications 
is possible. 

In this work, we propose a new framework for computing the capacity of electromagnetic chan- 
nels that is independent of the transmit and receive antenna characteristics. Given a realistic 
channel model and very general operational principles of the antenna elements, this framework 
yields the inrrinsic capacity representing the maximum mutual information over all possible 
transmission system parameters (including antenna configurations). This metric therefore pro- 
vides an ultimate upper bound on antenna array performance for MIMO systems and defines a 
point of diminishing returns for effort in physical antenna design. 

11. Channel Model 
Consider a single-user continuous-space electromagnetic channel characterized by transmit 
(source) and receive (sensor) volumes AV’ and AV respectively. It is assumed that we know 
the generalized dyadic Green’s function Efl(7,7’) describing the fields generated in AV due to 
the sources in AV’. Given that a practical system has a finite number of data streams at the 
transmitter and field measurements at the receiver, it is logical to pursue the development using 
properly normalized source and sensor basis functions Ti(?’) and &(P) respectively. Using this 
notation, the kth sensor records the generalized voltage measurement 

where Xi is the complex weight applied to the basis function Ti and Nk is measurement noise 
or error. Therefore, for fixed basis functions, the capacity for the channel represented by 
can be computed using standard techniques [2], [4]. However, this analysis only produces the 
intrinsic capacity if the optimal set of basis functions is used. 

Unfortunately, for general channels with the sources and sensors confined to finite apertures, 
there does not appear to be a mechanism for constructing the optimal basis functions to use 
in capacity computations. Therefore, we propose a simple numerical method that produces 
close approximations to these functions. To this end, consider defining sub-basis functions that 
span the transmit and receive spaces in a limiting sense as the number of sub-basis functions 
becomes infinite, or 

- 

If these sub-basis functions are orthonormal, then substitution of these expressions into (1) 
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results in 

- - - --_ - 
Representing the matrix 3 in terms of its singular value decomposition (SVD) 9 = a s  V H  
and performing the substitutions c,i = G; and bk,,, = (slk,,l yield Hk; = 8k&. Also, since 
the sub-basis functions were constrained to be orthonormal, this assignment ensures that the 
transmit and receive basis functions are-also orthonormal. In this case, the expression for 
mutual-information of the vectors Y and X becomes 

- 
where Ex is the transmit covariance matrix and 0; is the single receiver noise variance. Equality 
in (4) is attained for complex Gaussian signaling, and the intrinsic capacity results if Ex is 
chosen to maximize the expression [4]. 
111. Radiated Power Constraint 
Maximization of (4) must be performed in conjunction with a constraint on the total power 
radiated by the sources. From a practical standpoint, this transmit power constraint should 
have a true physical interpretation. In many physical problems, instantaneous radiated power 
is related to the complex transmit element voltages or currents according to the relation Prad = TfHz Tf, where x is a Hermitian coherence matrix and x is the vector of transmit element 
voltages or currents. For example, if the sources consist of Hertzian dipoles such that the 
coefficient Xi represents the excitation on the ith antenna, then such a relation results from 
coherently summing the radiation from each dipole (array factor) and integrating the resulting 
far-field power density. A similar derivation can be performed for the sub-basis sources in (2). 
When this relation holds, the average radiated power is given as 

- 

- 

The maximization of (4) subject to ( 5 )  must be carefully performed due tc the possible poor 
conditioning of A. However, since “directions” of zero power radiated in must correspond 
to “directions” of zero signal transfer through g ,  this difficulty can be overcome as follows. 
I f s  = diag(3) and the singular values are ordered from largest to smallest, we now consider 
only the Ns largest singular values that satisfy SI /Si < p, where p is some maximum allowed 
conditioning number. The matrices Ex, 3, and are then truncated to contain only the leading 
Ns rows and columns, ensuring that A has suitable conditioning. Next, we apply the substitution 

- 
- 

- 

_ _  - 

- 

- _  - 
where we have performed the eigenvalue decomposition (EVD) of sA-’s = Z Z ~ Z @ .  which 
transforms the mutual information expression to 
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Figure 1: Transmit and receive ray structure 
in the horizontal plane generated with a sin- 
gle realization of the channel model. Each 
impulse corresponds to a ray in the specified 
direction with an amplitude equal to the im- 
pulse length. 
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Figure 2: Intrinsic capacity versus the sam- 
pling resolution for box-shaped sub-basis el- 
ements. Capacity of the fixed 16-element 
square dipole array (dashed lines) is shown 
for comparison. 

- 
and the power constraint to simply T r ( e )  = PT. This problem is now in a form to which the 
water-filling solution approach is applicable. 
IV. Intrinsic Capacity Computations 
The analysis of a full vectorial three-dimensional scenario is very complicated and tends to 
obscure the basic technique. Therefore, we assume a very simple single-polarization two- 
dimensional path-based ray model for the following computations [3], [5].  The intrinsic ca- 
pacity framework has been applied to sub-basis functions that divide the allowed antenna vol- 
umes into non-overlapping boxes. The capacity of a square array of 16 Hertzian dipoles placed 
around the perimeter of the transmit and receive (square) apertures has also been formulated for 
comparison. In this latter example, however, the effective area of the receive dipoles is limited 
so that the antenna cannot collect more power than a box-shaped sub-basis element occupy- 
ing the same volume. The choice of 16 dipole antennas is somewhat arbitrary, but provides a 
baseline for comparison between fixed array and intrinsic capacity computations. The single- 
element receiver noise power is fixed assuming a single-input single-output signal-to-noise 
ratio of 20 dB. Fig. 1 shows the angle of departure/amval as well as the relative magnitudes of 
the multipath components used. 

Figure 2 plots the intrinsic capacity estimates given by the box-shaped sub-basis as a function 
of the number of sub-basis sourcedsensors per wavelength. Three different allowed antenna 
areas (AxxAy) were simulated: l h x l h ,  2hx2h. and 4hx4h. The capacity of the fixed 16- 
element square array for each area is also provided for comparison (the dashed horizontal 
lines). The results show that the capacity of the boxed-shaped sensors approaches a horizontal 
asymptote (the intrinsic capacity) as the sampling resolution increases. A good estimate of the 
intrinsic capacity is reached for about 6 elements per wavelength. Also, for small antenna area, 
the 16-element array nearly achieves the intrinsic capacity limit. However, for larger areas, the 
discrepancy widens. The difference is due to the fact that for the square array: (1) for large 
areas the fields are undersampled, and (2) the power collection capability for a fixed number 
of dipoles is inherently limited. 

Combining many realizations of the channel model with the Monte Carlo technique provides 
insight into the statistical behavior of the intrinsic capacity. Here, box-shaped sensors with a 
sampling resolution of 8 sensors per wavelength were used to provide close estimates of the 
intrinsic capacity. 5000 channel realizations were generated to approximate each probability 
distribution. 

Figure 3 depicts complimentary cumulative distribution functions (CCDFs) of intrinsic capac- 
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~i~~~~ 3: Estimates of the intrinsic capacity Figure 4: Estimates Of the intrinsic capac- 
CCDF~ and mean intrinsic capacity versus al- ity CCDFs and mean intrinsic capacity versus 
lowed antenna area channel model multipath parameters r and y 

ity and mean intrinsic capacity versus the allowed antenna area (AxAy). The model parameters 
and therefore available multipath were fixed in these simulations. For a small antenna area, 
the capacity increases almost linearly with the allowed antenna dimensions. As the antenna 
dimensions increase, however, the intrinsic capacity approaches an upper bound. 

Figure 4 plots CCDFs of intrinsic capacity and mean intrinsic capacity versus the multipath pa- 
rameters r and y, with larger values of r and y corresponding to more available multipath. The 
antenna area is fixed at 4kx4k with 8 box-shaped elements per wavelength. As before, 5000 
realizations were performed to estimate each probability distribution. This study demonstrates 
that antenna aperture strongly limits the intrinsic capacity, even when the available multipath 
grows large. 

V. Conclusion 
This paper has presented a new framework for analysis of the continuous-space electromag- 
netic channel, defining an ultimate upper bound on the available capacity for constrained an- 
tenna volumes, radiated power, and receiver noise. We have defined this capacity bound as 
“intrinsic capacity” since it represents a capacity limitation of the physical propagation envi- 
ronment that is independent of the system-specific antennas and array geometries. Represen- 
tative simulations compared the intrinsic capacity bound with a physically realizable array and 
demonstrated the statistical behavior as a function of the allowed antenna volume and available 
multipath. 
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