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Abstract-. This paper presents measured data from a narrowband 
multiple-input multiple-output (MIMO) channel probe in an indoor of- 
ficellaboratoiy environment. The system employs ten transmit and ten 
receive antennas and computes the 10 x 10 narrowband channel matrix 
at 2.45 GHz every 80 milliseconds. We use the data to study the statistical 
behavior of the channel coefficients and the resulting channel capacity. We 
also demonstrate the ability of a simple statistically based physical model 
to accurately represent the channel behavior. The results of this model 
are compared to more conventional models that assume complex normal 
distributions of the channel matrix elements. 

I. INTRODUCTION 

Recent studies have demonstrated the impressive theoreti- 
cal capacity of wireless systems operating in a multipath en- 
vironment and employing multiple antennas on both transmit 
and receive [l], [2]. In order to develop such multiple-input 
multiple-output (MIMO) systems, we must have accurate mod- 
els that capture the complex spatial behavior of the propaga- 
tion channel. In this paper, we discuss a measurement platform 
capable of directly measuring the MIMO narrowband channel 
matrix and show that a statistically based physical propagation 
model 131-[4] matches capacity as well as joint magnitude and 
phase probability density functions of measured data for real- 
istic model parameters. We compare the results of this model 
to more conventional models that assume complex normal dis- 
tributions for the channel matrix elements. These comparisons 
show that as the numbers of antenna elements increases or the 
elements become more closely spaced, these simpler models 
are not able to fully characterize the channel behavior. 

11. MEASUREMENT PLATFORM 
The experimental platform, depicted in Figure 1, uses a cus- 

tom MIMO communications system operating at 2.45 GHz to 
directly measure the wireless MIMO channel transfer matrix 
H, where H,,(w) represents the transfer function between the 
nth transmitter and mth receiver antennas [5]. The transmitter 
generates N unique binary (fl) codes using a digital pattern 
generator and mixes them with a local oscillator to produce N 
distinct co-channel binary phase shift keyed (BPSK) signals. 
The resulting signals are amplified to 0.5 W and fed into one of 
the N transmit antennas. 

The receiver amplifies and downconverts the signals from 
each of the M antennas. The resulting M intermediate fre- 
quency (IF) signals are low-pass filtered, amplified, and sam- 
pled using a 16-channel 1.25 Msample/s AID card for storage 
on the PC. Two different antenna arrays have been constructed 
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for the experiments. The first design is a 4-element dual- 
polarization patch array with half-wavelength element spac- 
ing. The second consists of a square metal plate with a two- 
dimensional grid of 33 x 33 holes spaced at roughly 1.5 cm 
intervals. Monopole antennas are placed in the holes to achieve 
a wide variety of array geometries. 

The raw data collected using the measurement platform is 
processed to obtain estimates of the time-variant channel ma- 
trix. This processing first involves symbol timing recovery and 
carrier recovery stages to obtain synchronous complex base- 
band signals. A Maximum Likelihood algorithm is then used 
to estimate the channel matrix. For this study, the use of 1000- 
bit binary codes at a chip rate of 12.5 kbps produces an estimate 
of the channel every 80 ms. 

111. MEASURED RESULTS 

Table I lists the measurement parameters for the data sets 
under consideration in this study. Set 1 contains data from 5 
different scenarios. In each scenario, the transmitter was fixed 
in one room while the receiver was moved to several different 
locations in another room. In set 2, a measurement was per- 
formed for every possible combination of 6 positions in one 
room for the receive array and 4 positions in a non-adjacent 
room for the transmit array. Both sets 1 and 2 exhibited rich 
multipath interference. 

A. Normalization and Capacity 
Obtaining a good statistical sample of the indoor chan- 

nel requires collecting data in a variety of scenarios. Large 
movement in transmit and receive location leads to substantial 
change in the bulk signal path loss, potentially overshadowing 
interesting channel behavior such as signal spatial correlation. 
One way to remove this effect from collected data is to normal- 
ize the channel matrices. 

Unless otherwise specified, channel matrices are normalized 
to force unit average single-input single-output (SISO) gain. 
The individual receiver noise is then given as o2 = PT/SNR, 
where PT is the total transmit power and SNR represents the 
desired signal-to-noise ratio at the receiver. This normaliza- 

TABLE I 
DATA SET PARAMETERS 

Parameter Set 1 Set 2 
Antennas 4 x 4  1 0 x 1 0  
AntennaSep. X I 2  X/4 
Antenna Type Patch Monopole 
Polarization V V 
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tion is equivalent to specifying the average receiver SNR when 
transmit streams are uncorrelated. In this paper, the normaliza- 
tion constant is computed for each H matrix when computing 
capacity and over all H matrices at a single location for other 
quantities. 

Capacity is computed by normalizing channel matrices to 
obtain an average SISO SNR of 20 dB. Capacity is computed 
using the water filling solution on the channel orthogonalized 
with the singular value decomposition (see [2] ) .  

B. Joint PDFs 
The complete joint probability density function (PDF) for 

all elements of the H matrix provides a complete statistical 
description of the narrowband MIMO channel. However, for 
large numbers of antennas the PDF dimensionality becomes 
prohibitive, and marginal PDFs or statistical moments must be 
used instead. 

To allow comparison of measured and modeled channels, we 
use pairwise joint PDFs on magnitude and phase. We concen- 
trate specifically on the statistics of adjacent elements at trans- 
mit and receive, since these will be the most correlated. The 
measured bivariate PDF for adjacent transmitheceive element 
magnitude is 

PC Based : 
Data Storage ---I 

where P E {T,  E }  for transmit or receive, mT = { & j ,  k,C : 
! = j + 1 , k  = i } , m ~  = { i , j , k , C  : C = j , k  = i + l}, and 
HIST2 is a two-dimensional normalized histogram operation. 
The measured univariate PDF for adjacent transmitheceive el- 
ement phase difference is given as 

where HIST is a one-dimensional normalized histogram oper- 
ation. 

IV. PHYSICAL CHANNEL MODEL 

While measured data provides a comprehensive description 
of the channel behavior, simple models are highly desirable for 
assessing behavior of spatial multiplexing systems. Here, we 
propose an extension of the Saleh-Valenzuela model [3] that in- 
cludes angle-of-arrival (AOA) statistics [4] to model the chan- 
nel. Angle-of-departure (AOD) statistics are assumed to follow 

the same distribution as AOA, which is reasonable for the in- 
door channel with the same basic configuration on transmit and 
receive. The model is referred to here as the SVA model. 

The SVA model characterizes the channel by representing 
each multipath component in terms of its amplitude, arrival 
time, and AOMAOD. Based upon experimental observations, 
these arrivals or rays arrive in clusters in both space and time. 
Figure 2 shows the model parameters for a single cluster in the 
SVA model. The directional channel impulse response arising 
from L clusters and K rays per cluster is 

- L-1K-I 

x 6(eR - 0; - (3) 
where OT and O R  are the transmit and receive angle, P k e  is 
the complex ray gain, @T and OF are the mean transmit and 
receive cluster arrival angles, and w& and WE are the relative 
angles of transmit and receive for the kth ray in the Cth cluster. 

To simplify the model for the narrow band channel, av- 
erage ray power in each cluster is constant so that /3ke N 

CN(0, IPeI2), where Cn/ denotes the complex normal distri- 
bution. The cluster amplitude is Rayleigh distributed with 
E{lpe12} = exp(-Te/r). The arrival time distribution is a 
conditional exponential with a normalized unit arrival rate. De- 
tails concerning the model implementation can be found in [3]- 
[4]. The notation SVA(r, r ~ )  is used in this paper to denote the 
SVA model with constant average ray power and unit cluster 
arrival rate, where is the cluster decay constant and r~ is the 
standard deviation of ray AOMAOD. 

The narrowband channel matrix is computed from the direc- 
tional impulse response as 

, . n  

hm, = / / WE(eR)h(eR, OT)W;(eT)dOTdeR (4) 

where Wr(e )  = gr(d)exp[j$r(O)], gr(O) is the antenna 
gain pattern, ?+bp(e) = 2.rr[zr cos(e )+y~  sin(e)], P E {T,  R}, 
and q E {m, .I. Based upon measured data taken in [4], a two- 
sided Laplacian distribution is assumed for the ray AOMAOD 
distribution whose PDF is 

2n 2 r  

where (TP is the angular standard deviation. 
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Fig. 2. Transmit and receive parameters for a single cluster in the SVA model. 

A. Complex Normal Approximation 

H matrices may be generated directly by computing (4) for 
each realization of the SVA model. An alternate method com- 
putes channel matrices according to a complex normal distri- 
bution for each fixed set of cluster statistics. This method re- 
duces computational time and links the model to simpler com- 
plex normal models. 

For a fixed set of cluster statistics COT, OF, IPtl2) and ray 
arrival angles (wTt, U$) ,  h,, is a weighted sum of zero mean 
complex normal random variables, resulting in a correlated 
complex normal distribution. If the angular spread on w is 
small, the h,, will look closely complex normal even if the 
wfi are allowed to vary. In this case, we find the average co- 
variance matrix K as 

X 

where statistical independence of complex ray gain, AOA, and 
AOD has been assumed. Further simplifications are possible if 
the gains of distinct rays are independent and ray AONAOD 
are i.i.d. 

B. Comparison of Model and Data 

Based upon high resolution AOA measurements [4], we be- 
gin with the key parameters o{T,R) = 2 6 O ,  l? = 2, A = l. 
For simulation, transmit and receive cluster arrival angles are 
assumed to be uniform on (0,27r]. 

First, capacity PDFs and pairwise PDFs from the model are 
compared with measured 4 x 4 data from Set 1. Gain patterns 
for the antenna obtained from moment method simulations are 
used to compute the required covariance matrix. Figure 3 com- 
pares PDFs of measured data and Monte Carlo simulations of 
the SVA model. In these and later simulations, lo5 channels 
were realized (100 cluster configurations with 1000 channels 
each). PDFs are computed for each cluster configuration, and 
these 100 functions are in turn averaged to obtain the results 
shown in the figures. Apparent in the figure is the good fit of 
both the capacity and pairwise amplitude PDFs. The discrep- 
ancy in phase is probably due to the fact that the uniform cluster 

Capacity PDF 
0.35 I I I I I I 

-12 14 16 18 20 22 24 26 28 
Capacity (bits/use) 

Transmit Magnitude PDF Receive Magnitude PDF 
0.9 

.% 0.8 
8 0.7 

0.6 - .g 0.5 
5 0.4 
0 0.3 

0.1 
0 

G 0.2 

0 0.5 1 1.5 2 

r I 1 I 

1x1 I 1x11 
Transmit Phase PDF Receive Phase PDF 

2 0.25 

e 0.1 

-3 -2 -1 0 1 2 3 - 3  -2 -1 0 1 2 3 
arg(xzlx1) ~P(XdX1) 

Fig. 3. Comparison of capacity PDFs and joint magnitude and phase PDFs for 
4 x 4 measured data and SVA model simulations. 

AONAOD assumption is not strictly valid over the limited data 
set. 

Next, capacity PDFs and pairwise PDFs from the model are 
compared with measured 10 x 10 data from Set 2. This data 
set employed quarter-wave monopole antennas, and an ideal 
uniform radiation pattern in azimuth was assumed. Figure 4 
compares the PDFs for the measured and simulated 10 x 10 
channel. While the parameters from [4] did not yield the de- 
sired fit for capacity, the figure shows that adjustment in either 
the cluster decay rate or angular ray spread improves the agree- 
ment. Detailed AONAOD measurements at the 2.4 GHz car- 
rier are required to further study the discrepancy. Agreement 
in the amplitude and phase PDFs is comparable to the 4 x 4 
data and does not change significantly with the parameter ad- 
justments. 

V. OTHER CHANNEL MODELS 

In many cases, it is assumed that underlying distribution 
on H is multivariate complex normal with covariance matrix 
obtained as the average covariance of the true distribution or 
R = E{hhH), where h is a stacked channel matrix. In other 
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Fig. 4. Comparison of capacity PDFs and joint magnitude and phase PDFs for 
10 x 10 measured data and SVA model simulations. 

cases, the covariance matrix is assumed to be the elementwise 
square root of the power covariance matrix of the true h vec- 
tor [6] .  However, care is required since the root of the power 
covariance matrix is not necessarily positive definite. In this 
study, however, root power covariance matrices generated by 
the SVA model were always positive definite. 

A. Simulation Results 

Figure 5 plots capacity PDFs and the average pairwise mag- 
nitude and phase PDFs for simulated 4 x 4 channel matrices. 
Since the pairwise PDFs for transmit and receive look nearly 
identical, they have been averaged to obtain one plot for mag- 
nitude and another for phase. Linear arrays were assumed with 
X/2 interelement spacing. Parameters for the SVA model were 
I' = 2, B = 2 6 O ,  and uniform cluster AONAOD. The com- 
plex envelope method exhibits a good match for the pairwise 
PDFs but overestimates capacity. The power correlation model 
matches capacity PDFs and magnitude PDFs better at the cost 
of ignoring phase. 

Figure 6 plots capacity PDFs and the average pairwise mag- 
nitude and phase PDFs for simulated 8 x 8 channel matrices 
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Fig. 5. Capacity PDFs and painvise magnitude and phase PDFs for the 4 x 4 
channel with X/2 interelement spacing. 

with X/2 interelement spacing. The addition of antennas has 
apparently amplified the deficiencies present in the 4 x 4 case. 
Figure 7 shows the performance of the two methods for 8 x 8 
arrays with an interelement spacing of X/4. The complex en- 
velope method performs about as well as for the X/2 case. The 
power correlation method has great difficulty matching capac- 
ity, probably due to the significant correlation in phase which 
is ignored. 

The simple models fail to match the SVA model because 
the covariance matrix is constant only for a fixed set of clus- 
ter statistics. Figure 8 demonstrates the random behavior of 
the covariance matrix by plotting the variance of the amplitude 
and phase of the elements of the correlation coefficient matrix 
generated with SVA model for the two 8 x 8 cases. Shift in- 
variance of the model has been assumed so that the correlation 
coefficients are only a function of antenna separation at trans- 
mit and receive. For X/2 separation, the element magnitudes 
(powers) and phases exhibit small and large variations respec- 
tively. Low power variance and highly random phase seem to 
be a good candidate for a power correlation model. For the X/4 
case, the power variation is more pronounced and the phases 
exhibit less variation. The poorer fit in capacity suggests that 
power models have difficulty in this case. 

VI. CONCLUSIONS 

This paper has explored the ability of a simple statistical 
model to capture key features of the narrowband indoor MIMO 
wireless channel. Ultimately, a tradeoff exists between model 
complexity and accuracy. However, we have shown that even 
simple models (like the SVA model), which are based partially 
on channel physics, match capacity and pairwise PDFs of mea- 
sured data quite well. While simpler models based upon com- 

1081 



Capacity PDF 
“.U“ 

,e 0.3 
2 0.25 a 

Capacity PDF 
0.3 I I I I I 

- SVA(2, 26”) - !”-., 
- Complex Corr. ....... ) ”., 

Power Corr. - - - ; ’: - 

x 
42 ‘3 0.25 

z 0.2 
x 0.2 

b 
\ 
\ . 
’--- 

x 

3 
.- 0.15 

2 0.1 

2 0.05 

n 

Complex Corr. ....... 
Power Corr. - - - 

:25 30 35 40 45 50 
Capacity (bits/use) 

Magnit,ude PDF Phase PDF 
0.8 I I 0 . 4 ~  I I I I I II 

30.35 
3 0.3 
.- 

n 0.25 
-” 0.2 2 0.15 

a 0.05 
$ 0.1 

Fig. 6. 
channel with X/2 interelement spacing. 

Capacity PDF and pairwise magnitude and phase PDFs for 8 x 8 

plex normal distributions for the channel matrix elements are 
able to accurately predict capacity for certain scenarios, com- 
parisons provided in the paper demonstrate that these models 
overpredict capacity as the number of antenna elements in- 
creases or the antenna spacing decreases, even when accurate 
covariance statistics are utilized in the random variable genera- 
tion. This fact suggests that although the underlying statistical 
distribution of the channel matrix elements is marginally Gaus- 
sian, it may not be jointly Gaussian. Clearly, further research 
is required to adequately answer these fundamental questions 
concerning the MIMO wireless channel. 
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channel with X/4 interelement spacing. 
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