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L. Introduction The increasing demand for capacity in wircless systems has motivated considerable
rescarch aimed at achieving higher throughput on a given bandwidth. One important recent discovery
shows that in a multipath environment, the use of space-time coding with multiple antcnnas on both
ends of the tink can increase the capacity of the wireless channel [1]-[3]. Assessing the performance
of these algorithms requires an improved understanding of the complex spatial behavior of wireless
multiple input multiple output (MIMO) channels [4]).

In this work. we report the development of an experimental platform designed to measure the transfer
matrix for indoor and outdoor MIMO channels. The key aspects of the hardware system are presented,
including a discussion of measurement issues and data processing approaches. Representative data
obtained with the instrument in several indoor environments are presented. These results reveal the
large increase in capacity that can be achieved using MIMO architectures coupled with space-time
coding implementations.

I1. Measurement System The goal of this effort is to directly measure the wireless MIMO channel
transfer matrix H. where the clement H,,,(w) represents the frequency dependent transfer function
between the n” transmitter and m'” receiver antennas. The experimental platform. depicted in Figure 1,
uses a custom MIMO communications system operating between 0.8 and 6 GHz. The ransmitter, shown
in Figure 2. uses a digital pattern generator (DPG) o create NV unique binary (+1) codes. These codes
are fed into the custom RF chassis shown in Figure 3 where they are mixed with a local osciltator (LO)
to produce &V distinct co-channel binary phase shift keyed (BPSK) signals. The resulting signals are
amplified to 0.5 W and fed into one of the V transmit antennas.

The receiver uses a custom RF chassis to amplify and downconvert the signals from each of the A
antennas. The resulting Af intermediate frequency (IF) signals are low-pass filtered, amplified, and
sampled using a 16-channel 1.25 Msample/s A/D card for storage on the PC. Two different antenna
arrays have been constructed for the experiments. The first design is a 4-clement dual-polarization
patch array with half-wavelength clement spacing. The second consists of a square metal plate with
a two-dimensional grid of 33 x 33 holes spaced at roughly 1.5 cm intervals. Monopole antennas are
placed in the holes to achieve a wide variety of array geometries.

II1. Data Processing The raw data collected using the measurement platform is processed to obtain
estimates of the time-variant channel matrix. The technique consists of 3 basic steps: (1) code search,
(2) carrier recovery. and (3) channed estimation.

Cude Search The first step in the data post-processing is to determine the alignment of the modulating
codes. As shown in Figure 4, the method begins by correlating the signal from one of the A receive
Antennas with a baseband representation of one of the transmit codes. An FFT of this result produces a
peak at the IF when the known code and the code in the receive signal are aligned. This search process
may be expedited by (1) using a shortened code and (2) adaptively reducing the step size as the search
progresses. Additionally. if the signal carrying the specified code is weak, the maximum correlation may
not occur at codeword alignment. To overcome this, our procedure searches over every combination of
receive channel and codeword to ensure accurate code synchronization.

Carrier Recovery A rough estimate of the intermediate frequency is obtained from the peak of the FFT
taken during the code search process. This frequency is then refined using a subplex optimization loop
that maximizes the magnitude of the Discrete Time Fourier Transform (DTFT) of the despread signal
(known aligned code multiplied by the receive signal). Following cstimation of the frequency, the time
evolution of the phase is recovered using the procedure in Figure 5. In this method, a recovery window
is shifted along the despread receive signal at one sample increments. At cach position, the signal is
correlated against a complex sinusoid at the estimated IF frequency. The estimated phase at the center of
the window is the angle of the complex result of the correlation. This phase estimate is finally smoothed
by an averaging window,
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Channel Estimation The IF signal on the m*" reccive channel is composed of N BPSK codes, with each
code possessing an amplitude A,,, and phase @pn. If p,[k] represents the kth sample of the nt* code,
the discrete received signal is given as
N-1
Ymlk} =Y Ao alk] cos(Quk + bi + doun) m
n=0
where (2 is the discrete carrier frequency and ¢y is the randomly varying carrier phase. Note that for
simplicity in deriving the inverse relationship, additive noise has been ignored.
To construct channel matrices, we must infer the channel parameters A, and ¢, from the received
sequence Y, [£]. To obtain a maximum likelihood estimation of these values, we multiply ¥y, [k} by the
" code and the complex signal c[k] = e~ 721k + +) and subsequently average over K = (ky —ky +1)
samples to produce
1 da N1 _ )
Bui=52Y % [Bn + T 72 k500)] pifh] @

k=k n=0
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Figure 6: Capacity as a function of time at three Figure 7: Histogram of capacity over all times
locations in a large student computer Jab. Vertical and locations.

lines show a 20 second pause between measure-

ments at a single location.

where p,i[k] = pa[k}pi[k] and Zmn = Amne??=~. Dividing the equation into real and imaginary parts
produces the relations

1 Je N2
Rpmi = K [AR,mn(1 + k) = A1mnBr] pailk]
k=ky n=0
1 ke N1
Rimi = 5K [Armn(1 = ar) = ARmnBk] Pnilk] 3)
k=k; n=0

where ay, = cos[2(Q1k + ¢ )] and B = sin[2(Q, &k + ¢ ))- These equations can now be formed into a
block matrix equation and solved for the elements A,,, = Ap.mn + JAI mn = Hmn-

Error in the channel matrix estimates may arise from a number of sources: additive receiver noise, carrier
recovery error, quantization, non-ideal system impulse response, transmitter crosstalk, and receiver
crosstalk. The effect of these error sources in isolation can be found analytically, and the net effect from
all contributions may be obtained through simulations. Much of this error is removed from the system
using a calibration procedure, with correction coefficients applied during data processing.

Representative Results Some preliminary measurements have been taken with the experimental platform
discussed. For these trials, the receiver was placed in a large student computer lab and data was collected
at 12 locations moving from the north to south side spaced by about 2 m. The carrier frequency was
2.45 GHz with a BPSK code rate of 12.5 kb/s. The transmitter was placed in a smaller room adjacent to
the computer lab. Both the 4-element patch array and a 10-element linear array of monopoles were used
for data collection. Figure 6 plots the capacity at the north side, center, and south side of the lab as a
function of time. Here, the water-filling solution was used with an assumed average SISO SNR of 10-dB
(see [5]). Jumps in the capacity are a result of intervals where no data is being collected. Figure 7 shows
a histogram of capacity across all probing times and locations. Finally, Figure 8 shows the transmit and
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Figure 8: Magnitude of the correlation cocfticient for transmit and receive antennas compared with
Jake’s model.

receive correlations for this test site compared with Jake's model [6]. Receive correlation is found by
computing the correlation coelficient of signals on receive antennas separated by a given spacing. over
all probe times, locations. and transmit antennas. Transmit correlwtion is found similarly, by exchanging
roles of transmit and receive.

1V. Conclusion

Wireless communication systems employing multiple transmit and receive antennas have potentially
greater capacity than their single antenna counterparts on the same bandwidth. Understanding the gains
that are possible with such systems requires detailed knowledge of the MIMO channel transter matrix.
This paper has presented a system capable ol measuring wireless MIMO channel response over the 0.8
10 6 GHz frequency range with up to 16 transmitters and reccivers. Details of the required hardware and
data processing were outlined along with representative data. Data collected by this platform will aid in
the assessment of the validity of analytical and numerical channel models. Also. the data may provide
a starting point for new models which capture the complex spatial behavior of indoor and outdoor
multipath environments.
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