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1. INTRODUCTION 

.inalylicsl modcl\ fur lhc muluple-input multiple-output (MIMO) 
channel matrix. Wc hevc deployed it nirawremcnt platlbrm c q a -  
hlu ofdrrerl meawremcnt 01 thc MIMO wtrcIc\s chmncl  rc\pim\c 
for up to I(n16 aiifctiiid~ 121 Thc platiorn, ha5 hccn u\ed to  c o -  
lcut 4x4 and Illx 10 chiinncl d ~ t a  at 2 4 GH, for r e p r e w n t m ~ ' c  x c -  

that thc hulk s t a t i m c \  nf the ohmnel 
I n  thi\ papcr. we shou, med- 

s u r d  PDF\ u i  the ohmncl iiiiitrix clcments. measurcd 
lempor;tl channel correlxiiin. and dcpcndcnce of mearured chan- 
ne1 c.!pacny on antenn;i p~~ l .~nmion.  nnicnna dtrcctwtty. and Ihc 
numhcr 01 ;!ntcnn;is 

h fading 

2. MEASUREMENI' SYSTEM CONFIGURXL'ION 

l h c  4x4 dnd I O x l O  chmnel da1.t Were collccted at 245~GH1.  and 
2 42-GHi. rcipcctively Thc L m c r  frequency war chosen to match 
the exact rcwiiant trcqucncy of ihe antennas. The channel was  
prohcd oring 1000-hit p\cudwmlam hinary sequence\ wlth a chtp 
laic (11 I ?  S-Khph. yielding d n o m l n i  handwldth ot 25-kH1 The 
chmncl wit\ ewmatcd oncc lor each uomplctc codeword. or C ~ C C  

cwry 0 ox-, 

3. MEASUREMENT 1,OCATIONS 

The measured data which IS prcxnted in thir paper fal ls into tivc 
h a w  dat.ncts The Ibllowng tnhlc 11\ts the data sets and the lr;in\- 
init and ~ C C C ~ Y C  I o c a t ~ m \ .  Rwun -184 IS a centriil lah ~n our en- 

) i \  a lab separated from 4x4 by a 
localcd tn this hallway for ccrtdiii 

Hall." "5 rooms" indicates that the 
receiver was placed at hcveral Iocdtion~ in live dlilerent rooins 

The three linear antenna arrays employed were 4 element sin- 
gle polarization pstche, with X I 2  spacing (JSP). 2 clemcnt dull 
polariiation (V/H) patches with X / 2  spacing (2DP). and I O  ele- 
ment monopole antcnnar with ,414 spacing (IOSP) Data records 
werc each 10-s long 

Thi\ work KX) I U P P O ~ L . ~  hy [he National Scrncc Foundnuon under 
W,rclos l",llBl\l. Gran, CCK Y9.74452 

0-7803-7070-8/01/$10.00 02001 IEEE 

Name Xinit Lo' Recv Loc Ant Records 
4xJ(a) RM4X4 SRooms 4SP 233 
4 4 h )  Hall RMJW 2DP 165 
IOx IO(o)  H.iil R M 4 0 0  I O W  474 

IOxIOlc) Rh1481 RM.100 IOSP 120 
IOxIO(b) RM4X4 RMJOO IOSP 274 

4. CHANNEL NORMALIZATION 

Sincc the actual mcasurrd SNR \;mm as a function of thc trani- 
init and rcceive locatmns, wmc type 01 channel normalizmon IS 

required tu compare to the results One way to consistently nor- 
m.ilix the channel matrix (referred to 39 HI IS 10 spcctfy an ay- 
eraFe \inple-tnput single-output (SISO) SNR and scale a11 o l  the 
clementr of each H m x n x  accordingly. Our average SlSO SNR IS 
defined a\ 

where PT I \  the totid transmit power. i\:r and Nn are the num- 
her ot transinit and receive antennas. and .4 IS our normalization 
constant. Lrl reiei\er noise power c' = K / S K R  so that 

5. CHANNEL MATRIX ELEMENT STATISTICS 

Thih  9cction presents measured marginal PDFs for the magnitude 
and phase of the elcments of H .  The empirical PDFs for element 
magnitude and phase werc computed according to 

where HIST( f .  A x )  represents a histogram of the function j with 
htns of SEC Ax, and A' is the number of time samples. In this 
case histograms were computed t r c a t q  each combination of time 
sample. t r a n m i t  antenna, and recewe antenna as an ohservauon. 
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Figure I showr the PDFs for element magniiude and phase 
for set 4x4(a) Figure 2 shows thc PDFs for set lOxIO(a) Thc 
empirical PDFs for magnitude and phase are compared with the 
Rayleigh distribution with paramerer m2 = 0.5 and the unlform 
distribution on [ -w ,  T] .  The agreement between the analytical 
and empirical PDFs is excellent. The improved kit for lOxl0 data 
arises from more records and antennas aveilable for averaging. 

angle(Hij) 
-ISU im -so ti io iixi im 

I ,  

o r  h 

IHijl 

Fig. 1 Empirical PDFs for magnitude and phase of the 4x4 H 
matrix elements. compared with Rayleigh and umform PDFs, re- 
spectively. 
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Fig. 2. Empirical PDFs for the magnitude and phase of the l O x l 0  
H matrix elements. 

6. CORRELATION FUNCTIONS 

The margrnal PDFs tn ihe previous seciion only descnbe the be- 
havior of each element of H at a single paint in time, and wiihout 
regard io the other H matrix elements. Due to the lack of correla- 
tion mformation, existing models often assume ideal cases; perfect 
time correlaiion and zero spatial correlation might be assumed, for 
example. The applicability of such models is suspect. This sec- 

tion presents a short study on the measured temporal and bpatial 
correlation ut the channel 

6.1. Channel Temporal Correlation 

The indoor uhnnnel 2s subject to temporal drift on the order of 
seconds. In this paper, the temporal a~tocorrelation function was 
computed according 10 

X k  = (H, , [n]H:,(71+ "I) ( 5 )  

where z and 1 are receive and transmit anienna indices, n IS a time 
sample, k is a sample shift, and < . > represents an averagc over 
all combinations of iransmit antenna. receive antenna, and starting 
time sample. The temporal correlation coefficient is then given by 
pk = Xi/.Ko. 

Figure 3 plots the magnitude of the temporal correlation coef- 
ficient ovcr a period of 5 seuandr for each of the data sctb consid- 
ered. 

U I 2 1 1 7 

Time Separation (seconds) 

Fig. 3. Temporal correlation coefficient over a 5 second interval 
for all data sets. 

The temporal correlation seems 10 exhibit an exponential de- 
cay to a "resting" correlation value, suggesting that the channel 
elements have fairly constant mean over the 5-s interval. This is 
reasonable, since the main perturbations to the channel are peo- 
ple walking by and doors opening and closing. These disturbances 
would be temporary. causing the channel to oscillate about a con- 
stant value. Over longer periods of time, the correlation might drop 
more substantially due to more permanent changes in the channel. 

We note that the lOxlO(a) and 4x4(a) data sets have nearly 
identical temporal correlation. These measurements were taken 
durmg periods of very low activity. Also. the data sets were quite 
large and represent very good statistical averages. Nearly half of 
the subsets in set IOxIO(b) involved continuous movement of the 
receiver or transmitter during acquisition. which would lead to a 
much quicker drop tn correlation. IOxlO(c) and 4x4(b) were both 
taken during the middle of the day when activity would be higher. 
Also, these were the smallest data sets and might not represent 
good averages. 
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6.2. Channel Spatial Cnrrelation 

The spatial correlation of the channel is a physical mechanism 
which translates into H and therefore capacity The more SIdtIS- 

tically uncorrelated the signals are at the transmit and receive an- 
ienna positions. Ihc higher the average capacity of the channel will 
be The idea of statistical correlation of receive antennas needs 
no explanation. Transmit conelation is less intuitive, but can be 
understood by considering two lransmitters sending independent 
streams to a single receiver. Transmit correlation means the de- 
gree of correlation of the fading of the lwo independent streams at 
the single receive antenna. 

We have chosen to study ihe spatial ~orrelatmn behavior of 
the channel by assuming a channel correlation function which IS 
separable at transmit and receive or. 

7. CAPACITY 

One o f t h e  most interesting channel parameters is the channel ca- 
pacity. or the upper bound on achievable data rates for the channel. 
Capacities were computed according to the water filling solution 
o f t h e  channel onhogonalized by the SVD with an assumed SlSO 
SNR of 2OdB (see [3], [4]). 

7.1. Polarization Dependence 

The patch antennas employed were linear arrays of four dual-pol. 
elements. In this study, we used four transmitlreceive channels (set 
4x4(b)) to excite ihc V and H feeds on two X/2  separated patches 
on each side of the link. By looking at the appropriate subma- 
trices of H ,  the CCDFs (complimentary cumulative distribution 
functions) of capacity for vanous 2x2 channels can be compared. 

The three basic 2x2 matrices are ( I )  2 elements with same 
polarization (V or H), but separated by X/2, (2) 2 elements which 
have orthogonal polarization and are colocated, and (3) 2 elements 
which have both orthogonal polarization and are separated by X J 2 .  

Figure 5 plots the CCDFs for a number of impanant cases. 
Two single polarization elements (SP) is the inferior case, due to 
substantial correlation between the elements. The next line on the 
graph (IID) IS  the capacity for a 2x2 channel matrix with indepen- 
dent complex Gaussian elements with unit variance. with capacity 
computed using Monte Carlo over IO6 channel realizations. The 
capacities for the dual polarized elements (DP) and dual polanred 
elements with separation (DPS) are virtually identical. The fact 
that the dual polarized elements aulperform ihe IID case seems 
extraordinary at hrat glance. However, it IS  a well-known phe- 
nomenon that coupling between the orthogonal polarizations will 
be small, presenting an H matrix which IS nearly diagonal. The 
final ]!ne (DIAG) plats the case when H has itd complex Gaussian 
elemenis on the diagonal but 1s identically zero everywhere else 
(computed i n  a manner similar to IID). As expected, this caseout- 
performs our dual-polanration elements which exhibit weak cor- 
relation. 

with the tran\rnxt and receive correlation functions giren by 

n 

RT(z,J)  = ( I / N R ) ~ E [ H L , H ; , ]  (7 )  

A'T 

R n ( z , ~ )  = ( I / f i + ) C E [ H , r H ; r l  (8) 
k = l  

i = I  

where E[ ] 1s an expectation. The transmit and receive correlation 
functions may be computed empirically by replacing the expecta- 
tion with an average over all time samples. 

Figure 4 shows the shift-invariant spatial correlation coeffi- 
cicni at transmit and receive compared with Jake's model. This Rg- 
ure was created using data sets 4x4(a) and 10xIO(a). For this shift- 
invariant case, we treat pairs of antennas with the same spacing as 
additional observations. For small separation, the agreement be- 
tween the expenmental correlation and Jake's model is very good. 
The disparity at higher separations may be due to non-uniform an- 
gle of arrival or insufficient data to compute the correlation statis- 
t lCS.  

TransmlCorrela,ion 14x4) x 
RBCBlVB Correlaflon (4x4) 0 

Tranrmit CorrelatlO" 110x10) + 
Recewe C~irelaii~n (10x10) 0 

Antenna Spacing (Wavelengths) 

Fig. 4. Magnitude of the shift-invanant spatial correlation coeffi- 
cients at transmit and receive compared with Jake's model. 
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Fig. 5. CCDFs for 2x2 channels employing different types of po- 
lanzatiodspatial separation 

?.2. Directivity Dependence 

The monopole antennas employed radiate uniformly in the plane 
perpendicular io the antennas. The patch antennas, on the other 



hand, only radiate into a half space. These two types of anten- 
nas allow the study of the effect of antenna directivity on channel 
capacity. 

Figure 6 plots the capacity of the 4x4 channel for four patch 
antennas (transmit and receive) from set 4x4Ca) with 4x4 subsets 
of the lOxl0 channel for IOmonopule antennas from set IOxlO(a). 

I 

SNR=20dB - 08 

Capacity (bitshe) 

Fig. 6. Capacity CCDFs for 4x4 patches versus 4x4 Monopoles. 

We note that the omnidirectional antennas (slightly) autper- 
formed the patch antennas. This result may be somewhat mislead- 
s " ~  due to the normalization of H. I t  1s reasonable that rincc the 
monopoles are omnidirectional. they would "see" more multipath. 
zxhibmng higher capacity. However, the loss of multipath ~n the 
directional case may be completely compensated by the boost in 
SNR, allowing a higher data rate than in the omnidirectional case. 
1 his second effect is ignored since the H matrices are normalized 
LO a specified SlSO SNR The s!milarity of the CCDFs suggests 
Khat even though the patch antennas only "see" a half-space. the 
multipath IS nearly as rich as the omnidirectional case for a small 
number of antennas. 

t.3. Dependence o n  Number of Antennas 

binally we looked at the dependence of capacity on the number of 
antennas for 2, 4. and i o  monopole transmit and receive antennas. 
lo make a fair comparison, each array had the same total length 
2.25X).  This study used set lOxlO(a). 

Figure 7 shows the capacity CCDFs per number of transmit 
znd receive antennas. Also, Monte Carlo simulations were per- 
iormed to obtain capacity CCDFs for channel matrices having iid 
iomplex Gaussian elements with unit vanance. 

We note that the agreement between the measured 2x2 and 
ical 2x2 (independenr Gaussian) channel is very good, since the 

animnils are widely separated (2.25X). The ideal case predicts that 
.he capacity per antennas should approach a constant as the num- 
x r o f  antennas becomes large. Measurement ihows, however, that 

we pack more antennas into our array, the capacity per antenna 
drops, due to higher correlation between adjacent elements 

8. CONCLUSION 

Wireless communications systems employing multiple antenna, 
30 both sides of the transmission link have potentially greater ca- 

Capacity (bits/use/ch) 

Fig. 7. Capacity CCDFI per number of antennas for trilns- 
miUreceive arrays of increasing number of  elements. The array 
length is 2 25 X for a11 cases. 

pacity than their *ingle antenna counterparts. Much of the re- 
cent acuvity in thc arena of wireless communications I I  focused 
on charactenzing the MlMO channel and hnding ways tu exploit 
the increased capacity. Simple analytical models have been em- 
ployed to study the channcl However. applicability uI  t h e x  mod- 
els to complex scattering environments requires theoretical or CY-  

periinental validation 
This papcr has prescntcd rccently-collected MlMO WITCICS* 

channel data at 2.4-CHr. The data suggcat~ that fairly simple mod- 
els may be adequate to capture bulk statistics ot the indoor w~rcless 
channel. For example. the marginal PDFs of the H iiiatrix ele- 
ment magnitudes and phases are nearly equivalent io Rayleigli and 
uniform PDFF. respectivcly. Also. the time correlation of chan- 
nel appears to exhihit an exponential dccdy on the order of sec- 
onds. Further, assuming a reparable form for the channel uorrcla- 
tion function leads to transmit 2nd receive corrclatinn coetticicnts 
which compare very well with Jake's model. Models bared on 
these obrcrvalions may provide a very eflicient stariinp point lor 
simulating MlMO system performance 
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