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Abstract

The article studies two forms of responsibility in the setting of strategic games
with imperfect information. They are referred to as seeing-to-it responsibility
and counterfactual responsibility. It shows that counterfactual responsibility
is definable through seeing-to-it, but not the other way around. The article
also proposes a sound and complete bimodal logical system that describes
the interplay between the seeing-to-it modality and the individual ex ante
knowledge modality.
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1. Introduction

In this article, we study formal semantics of responsibility. In the litera-
ture, there have been two different approaches to defining responsibility.

The first approach is based on what became known as Frankfurt’s princi-
ple of alternate possibilities: “a person is morally responsible for what he has
done only if he could have done otherwise” [1]. The principle of alternative
possibilities is widely discussed in the literature [2]. Although Frankfurt and
many others agree that this principle has many exceptions and limitations,
the principle is often taken as a starting point in philosophical discussions of
responsibility. This principle, sometimes referred to as “counterfactual pos-
sibility” [3], is also used to define causality [4, 5, 6]. For the sake of clarity, in

∗Corresponding author
Email addresses: p.naumov@soton.ac.uk (Pavel Naumov), taoj@lafayette.edu

(Jia Tao)

Preprint submitted to Annals of Pure and Applied Logic August 1, 2023



this article, we refer to all versions of responsibility based on the principle of
alternative possibilities as counterfactual responsibility. Formal logical sys-
tems for reasoning about this form of responsibility in strategic and security
games are proposed in [7] and [8] respectively.

The other approach is to hold a person responsible for the outcome if
the person makes it unavoidable that the outcome happens. In this article,
we refer to this approach as responsibility for seeing-to-it. This approach
to responsibility has been extensively studied in STIT (“seeing to it that”)
logic [9, 10, 11, 12, 13].

1.1. Responsibility in Strategic Games

The difference between the two forms of responsibility could be illustrated
using two strategic games depicted in Figure 1. We refer to these as the left
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Figure 1: Under action profile (m2, d3) in the left game, if baby cries, the mom is coun-
terfactually responsible for baby crying. Under the same action profile in the right game,
she sees to it that the baby cries.

game and the right game. In these games, the agents mom and dad are trying
to prevent their baby from crying. In both games, each parent has three
strategies: m1, m2, and m3 for mom and d1, d2, and d3 for dad. The cells of
the tables represent action profiles. The crying emoji marks action profiles
under which the baby cries. In this article, we consider nondeterministic
games that might have multiple outcomes for the same action profile. If an
action profile might result in multiple outcomes, we further split the cell into
triangles representing these outcomes. For example, in the left game, under
action profile (m2, d3) there might be two possible outcomes. Only in one of
them does the baby cry.

Consider a situation when parents choose actions m2 and d3 in the left
game and the baby cries. In this case, according to the principle of alternative
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possibilities, the mom is counterfactually responsible for the baby crying
because the mom could have prevented it by choosing action m1. At the
same time, in the right game, under the same profile (m2, d3), the baby also
cries, but the mom is not counterfactually responsible for it because in the
right game she has no unilateral action that would prevent the baby from
crying.

However, the mom is responsible for seeing to the baby’s crying in the
right game under action profile (m2, d3). Indeed, by choosing action m2

the mom guarantees that the baby cries. On the other hand, she is not
responsible for seeing-to-it under profile (m2, d3) in the left game because
action m2 in the left game does not unavoidably lead to the baby crying.

Note that statement 2 + 2 = 4 is true no matter what actions the mom
and the dad choose. Thus, one can say that the mom sees to it that 2 + 2 =
4. This is the approach taken in many works on STIT logic. However,
such an approach is problematic if “seeing to it” is interpreted as a form
of responsibility. One can hold an agent responsible for seeing-to-it that
something happens only if the agent had an alternative action that does
not unavoidably lead to it. Horty and Belnap refer to seeing-to-it in the
presence of such an alternative action as seeing-to-it “deliberately” [11]. Since
the focus of our article is on responsibility, we include the existence of the
alternative action in our definition of seeing-to-it. In the right game from
Figure 1, under action profile (m2, d3) such an alternative action of mom not
unavoidably leading to baby crying is, for example, action m3.

1.2. Examples from the Literature

To further illustrate the two forms of responsibility, we turn to three
examples from the literature.

Example 1. “Billy and Suzy throw rocks at a bottle. Suzy throws first, or
maybe she throws harder. Her rock arrives first. The bottle shatters. When
Billy’s rock gets to where the bottle used to be, there is nothing there but flying
shards of glass. Without Suzy’s throw, the impact of Billy’s rock on the intact
bottle would have been one of the final steps in the causal chain from Billy’s
throw to the shattering of the bottle. But, thanks to Suzy’s preempting throw,
that impact never happens.” – D. Lewis [14].

This situation can be captured by a nondeterministic strategic game between
two agents, Billy and Suzy, depicted in Figure 2. Each of them has two
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Figure 2: Rock throwing game between Billy and Suzy. One of the players chooses a row
and the other chooses a column.

actions: “throw” and “not throw”. The bottle might get broken if either
player decides to throw a rock. The example above refers to the action
profile (throw, throw) and the outcome when the bottle is shattered. Note
that throwing the rock does not unavoidably lead to a shattered bottle. Thus,
neither Billy nor Suzy is responsible for seeing to the bottle being shattered.
At the same time, neither of them is counterfactually responsible because
none of them has a unilateral action that would prevent the bottle from
being shattered.

Example 2. “Suppose that two companies both dump pollutant into the river.
Company A dumps 100 kilograms of pollutant; company B dumps 60 kilo-
grams. The fish in the river die. Biologists determine that k kilograms of
pollutant suffice for the fish to die. Which company is the cause of the fish
dying if k = 120, if k = 80, and if k = 50?” – J. Halpern [15].
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k=120 k=80 k=50

Figure 3: Three pollution games, corresponding to different values of k. In each game,
Company A selects a row and Company B selects a column.

Cases of k = 120, 80, 50 can be captured by the three strategic games depicted
in Figure 3. The outcomes in which fish die are marked with a dead fish
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picture. The example refers to the profile (dump, dump). If k = 120, then
neither of the companies sees to the death of the fish, but both of them are
counterfactually responsible for the death. If k = 80, then only Company A
sees to the death and it is the only one who is counterfactually responsible
for the death. If k = 50, then both of the companies sees to the death and
neither of them is counterfactually responsible for it.

Example 3. “You are the manager of your home country’s team in the In-
ternational Salsa Competition. Your team consists of Alice, Bob, Chuck, and
Dan. In order to compete in the tournament, Alice will need to show up and
at least one of her partners. You instruct all of them to come to the tour-
nament. However, as it turns out, none of them show up on the day of the
competition.” – R. Zultan, T. Gerstenberg, D. A. Lagnado [16]

This situation can be modelled as a strategic game between agents Alice, Bob,
Chuck, and Dan. Each agent has two actions: “show up” and “not show up”.
The example refers to the action profile under which all agents choose action
“not show up”. Under the given scenario, Alice sees to it that the team is
not competing in the tournament because (i) her action would unavoidably
result in the team being disqualified from the tournament and (ii) there is a
possibility of not being disqualified if she decides to show up. Neither Bob,
Chuck, nor Dan sees to it that the team is not competing in the tournament.
None of the four of them is individually counterfactually responsible for the
disqualification because neither of them had a strategy to prevent it. At the
same time, four of them as a group are counterfactually responsible for the
outcome using the definition of group counterfactual responsibility from [7].

1.3. Responsibility and Knowledge

Knowledge is an important factor in ascribing responsibility to agents.
The connection between responsibility and knowledge has been discussed by
philosophers since Aristotle [17]:

. . . blame is given only to what is voluntary . . . a voluntary act is
one which is originated by the doer with knowledge of the partic-
ular circumstances of the act.

– The Nicomachean Ethics, Book III, Chapters 1-5
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In a legal setting, responsibility is also commonly defined as a combination
of knowledge and actions, often referred to as guilty mind and guilty actions.
For example, US Model Penal Code distinguishes five such combinations
referred to as strict liability and liability for doing negligently, recklessly,
knowingly, and purposefully [18].

If one considers games with imperfect information instead of games with
perfect information that we discussed in the previous subsection, then the
definitions of both forms of responsibility must be adjusted to incorporate
knowledge. In the case of counterfactual responsibility, it is natural to require
that the agent is responsible for an outcome when she not only has a strategy
to prevent it, but also knows ex ante (before the action) what this strategy
is [19, 20, 21]. In the case of seeing-to-it, it is natural to require that not
only the agent’s action unavoidably leads to the outcome, but the agent also
must interim (at the time of the action) know this [22].

To illustrate the two definitions of responsibility in the imperfect infor-
mation setting, consider an execution of a death penalty by shooting. If the
execution is administered by a single shooter, then the shooter is responsible
for the death of the prisoner under both definitions. Indeed, the shooter is
counterfactually responsible because the prisoner is dead after the shooting,
and the shooter knows ex ante that this could be prevented by not firing the
lethal shot. The shooter is also responsible for seeing to the death because
the shooter knows interim (at the moment the trigger is pulled) that the
action will result in death. The shooter also knows that the prisoner might
not die if the trigger is not pulled.

Most executions by shooting are performed by a firing squad rather than
by a single shooter. If multiple shooters are instructed to fire simultaneously,
then no single shooter has a strategy to prevent the death of the prisoner.
Thus, none of them is counterfactually responsible for the death individu-
ally1. At the same time, each of the agents knows interim that pulling the
trigger while aiming at the prisoner will unavoidably result in death, while
not shooting leaves a possibility (if all other shooters do not shoot too) for
the prisoner not to be killed. Thus, each member of the firing squad who
pulls the trigger while aiming at the prisoner is responsible for seeing to the
death of the prisoner.

1All shooters could be blamed together as a group under a coalitional counterfactual
responsibility definition such as, for example, in [19].
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In some cases, one or more members of the firing squad are issued a
weapon containing a blank cartridge,2 also known as the “conscience bullet”.
The members of the squad are told that one of them has a blank cartridge,
but they are not told which one. Because the blank cartridge has no bullet,
it gives no recoil. As a result, each shooter knows ex post (after the trigger
is pulled) which cartridge it was, but not ex ante or interim (at the moment
the trigger is pulled). If one or more members of the firing squad are issued
“conscience bullets”, then none of the squad members are counterfactually
responsible for the death. Indeed, even if only one member of the squad
is issued the real bullet, then this member has a strategy to prevent the
death, but the shooter does not know this. If more than one of them is
issued a real bullet, then none of the members has a strategy to prevent the
death unilaterally. In the “conscience bullet” setting, none of the agents is
responsible for seeing to the death of the prisoner because none of them knows
interim that pulling the trigger while aiming at the prisoner will unavoidably
result in the death of the prisoner.

Thus, an execution by a single shooter results in the shooter being re-
sponsible for seeing to the death and also responsible for the death counter-
factually. If an execution by a firing squad is without a “conscience bullet”,
then none of the squad members is responsible counterfactually, but each of
them is responsible for seeing to the death. If at least one “conscience bullet”
is used, then none of the members is responsible for seeing to the death. Nor
is any of them responsible for the death counterfactually.

1.4. Contribution and Outline

In this article, we study the seeing-to-it and the counterfactual forms of
responsibility. Instead of investigating these two notions in isolation, we fo-
cus on a perhaps deeper question: the interplay between them. One way
to address this question is to study the definability of these notions through
each other. The other is to capture the universal properties of the interplay
in a complete logical system. In this article, we do both. First, we show that
the counterfactual form of responsibility can be defined through the seeing-
to-it responsibility but not the other way around. Second, we give a sound
and complete axiomatisation of the seeing-to-it form of responsibility for the

2“The officer charged with the execution will . . . Cause eight rifles to be loaded in his
presence. Not more than three nor less than one will be loaded with blank ammunition.
He will place the rifles at random in the rack provided for that purpose.” [23, p.5]
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class of the models that we consider. Multiple axiomatisations of seeing-to-
it responsibility for different classes of semantics have been proposed before
for the responsibility defined without the requirement that the agent had
an alternative action that does not unavoidably lead to the statement being
true [24, 25, 26]. We discuss this modality in Section 4.1. The originality of
the axiomatic part of our contribution is in treating the seeing-to-it responsi-
bility with that requirement as a single modality. The preliminary version of
this paper, without axiomatisation and the proof of completeness, appeared
as [27].

The rest of this article is organised as follows. In Section 2, we propose
a formal semantics of seeing-to-it responsibility and counterfactual responsi-
bility as modalities in the strategic game setting. In Section 3, we show that
the counterfactual responsibility modality is definable through the seeing-to-
it modality, but not the other way around. In Section 4, we give a sound and
complete axiomatisation of the seeing-to-it modality. Section 5 serves as a
conclusion.

2. Formal Definitions

2.1. Imperfect Information Strategic Games

In this section, we give the formal definition of games with imperfect
information used in the rest of the article. In the context of this article,
imperfect information refers to the fact that an agent might not know ev-
erything about the current situation before the agent takes an action. For
example, each member of the firing squad does not know whose weapon is
loaded with a blank cartridge. As it is common in the field of epistemic
logic, we model this type of uncertainty by having multiple initial states and
an indistinguishibility relation ∼a on these states, specific to each agent a.
The knowledge captured by relation ∼a is the ex ante knowledge of agent a.
Because names of the agents appear in the language of our logical system, it
is convenient to assume that the set of agents is fixed throughout the article.
We denote this set by A.

The notion of responsibility has been traditionally based on the assump-
tion that agents have free will. We model free will by assuming that each
agent has a nonempty set of actions from which the agent needs to choose
one. We treat “abstaining” as one of the possible actions. In our firing squad
example, each shooter has only two actions: “shoot” and “abstain”. By ∆α

a

we denote the set of all actions available to agent a in the initial state α.
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If an agent a cannot distinguish initial states α and α′ and d ∈ ∆α
a \ ∆α′

a ,
then in initial state α agent a does not know (is not aware) that action d
is available. In this article, we assume that in each initial state each agent
is aware of all available actions. We capture this uniformity assumption by
requiring that ∆α

a = ∆α′
a for any initial states α and α′ such that α ∼a α′.

As common in game theory, by an action profile we mean a function that
assigns an action to each agent. Just like we did in our example in Figure 1,
we assume that the same action profile might lead to different outcomes. This
nondeterminicity can potentially be modelled in three different ways. First,
we can add an additional agent, Goddess, who acts simultaneously with
the other agents and whose action, together with the actions of the other
agents, would uniquely determine the outcome. Second, we can assume that
Goddess chooses her action before the other agents, but does not disclose it.
This means that Goddess’ action would be captured by the initial state. In
this case, essentially, the uncertainty of the action is modelled through the
uncertainty of the initial state. Finally, we can model nondeterminicity by
introducing outcome states, or just outcomes, and assuming that the same
action profile in the same initial state might lead to different outcome states.
Clearly, these three ways to model nondeterminicity are all equivalent, in
the sense that any game using one of them can be converted into a game
using any other. In our formal definition, we have chosen the third approach
because it leads to a somewhat simpler proof of completeness. We denote
the set of all outcomes by Ω.

To capture “the rules of the game”, we use plays. A play is a possible
combination of an initial state, an action profile, and an outcome. If all
such combinations are possible, then the game has no rules and there is no
connection between the initial state, the individual actions of the agents, and
the outcome. The outcome of such a game is completely unpredictable. In
general, by choosing a set P of (“valid”) plays, we fix an inter-dependency
between initial states, actions, and outcomes. Trying to be as general as
possible, we assume very little about set P . Namely, we only require that for
each initial state and each action profile there is at least one possible outcome.
This, essentially, excludes the possibility for a game in some initial state to
terminate without reaching an outcome. The reason for this exclusion is
that ascribing responsibility under plays without an outcome is problematic.
Indeed, should terminating a game be viewed as a prevention of an undesired
event? Should forcing the termination of a game be viewed as seeing to such
an event? Or should the termination be viewed as an even more undesirable
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“world apocalypses”?
As usual, the language of our logical system includes a nonempty set of

propositional variables. In modal logic, it is common to interpret proposi-
tional variables as statements about states. In our case, that would probably
mean interpreting propositional variables as statements about outcomes. In
this article, we take a more general approach of interpreting propositional
variables as statements about plays, rather than just states. For example,
a propositional variable can denote the statement “Suzy did not throw the
rock, but the bottle is broken” whose first part refers to the action profile
and the second to the outcome. As a special case, our propositional variables
can also represent statements about just the outcome. Thus, the valuation
π of a propositional variable is a subset of P . We further discuss this in
Section 2.4.

Definition 1. A game is a tuple (I, {∼a}a∈A, {∆α
a}α∈Ia∈A,Ω, P, π), where

1. I is a (possibly empty) set of initial states,

2. ∼a is an indistinguishability equivalence relation on the set of initial
states I, for each agent a ∈ A,

3. ∆α
a is a nonempty set of actions for each agent a ∈ A and each initial

state α ∈ I, which satisfies the uniformity assumption: for each agent
a ∈ A and all initial states α, α′ ∈ I, if α ∼a α′, then ∆α

a = ∆α′
a ,

4. Ω is a set of outcomes,

5. P is a set of triples (α, δ, ω), called plays, where α ∈ I is an initial
state, ω ∈ Ω is an outcome, and

(a) function δ, called an action profile in state α, is such that
δ(a) ∈ ∆α

a for each initial state α ∈ I and each agent a ∈ A,
(b) for each initial state α ∈ I and each action profile δ in state α,

there is at least one outcome ω ∈ Ω such that (α, δ, ω) ∈ P ,

6. π(p) is a subset of P for each propositional variable p.

Multiple formal frameworks for capturing the interplay between knowl-
edge and ability have been proposed before. Some of them follow the com-
puter science tradition of modelling abilities through actions. Others, in the
philosophical tradition of STIT logic, model abilities through either relations
or types.

Our Definition 1 follows the action approach. Our notion of game is very
similar to a concurrent game structure with imperfect information [28, 29],
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an epistemic transition system [30, 31], a game [20, 32], an epistemic coalition
model [33], and a concurrent epistemic game structure [34]. Unlike the above
models, in Definition 1, we distinguish the set of initial states I from the set
of outcomes Ω. This is done for notational convenience only. In particular,
we allow I and Ω to be the same set. According to our formal semantics
given in Definition 2, nesting of modalities is possible even if sets I and Ω
are disjoint. In fact, nesting is used in Section 3.1 to express the modality
representing counterfactual responsibility through the modality representing
seeing-to-it responsibility.

Compared to works in STIT tradition, our Definition 1 is most similar
to Horty and Pacuit’s epistemic stit frames [12]. The initial states in our
definition correspond to moments in their semantics. Our plays correspond
to indices (a pair consisting of a history and a moment of that history). The
actions in our games correspond to types in epistemic stit frames. Relation-
based semantics of STIT [35, 36, 37, 26] use an agent-specific relation “acted
the same way” on indices. The equivalence classes under such a relation
correspond to types in [12] and to actions in our games.

A more abstract class of game models is advanced by Lorini, Longin,
and Mayor [22]. Instead of taking initial states, actions, and outcomes as
atomic objects, they consider plays as such objects. In addition to the set
of plays, the game models have “projection” functions that map each play
into the action taken by a given agent on that play as well as epistemic
indistinguishibility relations on the plays. The game models in the current
article can be converted into that more abstract type of game models and
vice versa.

2.2. Pollution game with imperfect information

In this section, we give an example of a game with imperfect information
inspired by Halpern’s pollution example, see Example 2 in Section 1.2. This
game has three initial states corresponding to values k = 120, 80, 50, see
Figure 4. We assume that the actual value of the threshold after which
the fish die is k = 80, but neither of the companies knows this. To be
more specific, let us assume that Company A cannot distinguish initial states
k = 120 and k = 80 while Company B cannot distinguish initial states k = 80
and k = 50. In Figure 4, we show the indistinguishability relation using
dashed lines.

To give a formal description of the game, we assume that I = {120, 80, 50}.
Relations ∼A and ∼B are the reflexive and symmetric closures of the rela-
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Figure 4: Game with imperfect information. In each of the three initial states, Company
A selects a row and Company B selects a column.

tions {(120, 80)} and {(80, 50)}, respectively. For each initial state α ∈
{120, 80, 50} and each agent a ∈ {Company A,Company B}, the set of ac-
tions ∆α

a is the set {not dump, dump}. The set Ω consists of outcomes “dead”
and “alive”. The set of the plays P is defined by the content of the cells in
tables in Figure 4. For example, (120, (dump, dump), dead) ∈ P because if
k = 120 and both companies dump the pollutant, then the fish die.

2.3. “Can do”, “doing”, and “this would do”

There are three distinct types of ability modalities that have been consid-
ered in the literature. Coalition logic [38, 39] and ATL [40] discuss modalities
that represent an existential quantifier over possible actions. In such systems,
�aϕ means that the agent a has an ability of achieving condition ϕ by taking
a specific action. This approach does not necessarily imply that the agent
will take this action. We refer to this type of modality as a “can do” modality.

The other type of modality has been considered in STIT logic where �ϕ
refers to the current action of the agent [9, 10, 11, 12, 13]. Under this ap-
proach, the current action of each agent is specified as a part of the semantics.
We refer to this type of modality as a “doing” modality.

Finally, there is the third approach when the action d of an agent a is
specified in the syntax of the modality [41, 34, 42, 43]. In this case, formula
�a:dϕ expresses the ability of agent a to achieve condition ϕ if she takes
action d. Just like in the case of the first approach, it is not assumed that
the agent will take the action d. We refer to this type of modality as a “this
(action d) would do” modality.

In the current article, we study responsibility in an imperfect information
setting. All three types of modalities above could be defined in such a setting
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and all three of them can be combined with the ex ante knowledge modality K.
If �aϕ is “can do” modality, then Ka�aϕ means that agent a knows that she
has an action to achieve ϕ. Note that knowing that you have an action
that would guarantee a condition is different from knowing exactly which
action guarantees the condition. To express the latter, one needs to introduce
an epistemic version of “can do” modality, often called the “know how”
modality [44, 33, 45, 30, 31, 46].

In the case of the “doing” modality, expression Ka�aϕ means that agent
a knows ex ante that the future action will guarantee ϕ. Since at the ex
ante moment the agent does not know yet what her action will be, Ka�aϕ
means that the agent knows ex ante that ϕ is unavoidable. One can introduce
an epistemic version of “doing” modality – “knowingly doing” [35, 37, 26].
Knowingly doing is also known as the interim knowledge modality [22]. It
cannot be expressed as a combination of “doing” and ex ante knowledge
modalities. We discuss the interim knowledge modality in Section 4.1.

Finally, in the case of “this would do” modality, the expression Ka�a:dϕ
states that agent a knows ex ante that action d guarantees ϕ. This expres-
sion represents the epistemic version of “this would do” modality. Different
from the previous two types of abilities, it appears that there isn’t an epis-
temic version of “this would do” modality that is not expressible through a
combination of “this would do” and the ex ante knowledge.

In a perfect information setting, the counterfactual responsibility refers
to “could have done” – the “can do” ability in the past. In the same setting,
the seeing-to-it responsibility is defined in terms of using an action that
makes an outcome unavoidable. In this paper, we model seeing-to-it as a
“doing” ability. In the imperfect information case, to define these two forms
of responsibility, we use the “know how” ability and the “knowingly doing”
ability. In the literature, the seeing-to-it responsibility is sometimes also
defined via “this would do” ability [34, 42].

2.4. Syntax and semantics

By ΦST,CF we denote the language defined by the grammar

ϕ := p | ¬ϕ | ϕ→ ϕ | Kaϕ | STaϕ | CFaϕ,

where p is a propositional variable and a ∈ A is an agent. We read Kaϕ as
“agent a knows ex ante that statement ϕ is true”, STaϕ as “agent a sees to
ϕ”, and CFaϕ as “agent a is counterfactually responsible for ϕ”. By ΦCF we
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denote the fragment of the language ΦST,CF that does not include modality
ST. Similarly, by ΦST we denote the fragment of ΦST,CF without modality CF.

We assume that conjunction ∧ and disjunction ∨, truth >, and false ⊥
are defined in the standard way. For any finite set of formulae X, by ∧X
and ∨X we mean, respectively, the disjunction and the conjunction of all
formulae in set X. By definition, ∧∅ and ∨∅ are > and ⊥ respectively. Let
Ka mean ¬Ka¬. We read Kaϕ as “agent a did not exclude ex ante a possibility
of ϕ”.

Definition 2. The satisfaction relation (α, δ, ω)
ϕ between a play (α, δ, ω)∈P
and a formula ϕ ∈ ΦST,CF is defined as:

1. (α, δ, ω) 
 p, if (α, δ, ω) ∈ π(p),

2. (α, δ, ω) 
 ¬ϕ, if (α, δ, ω) 1 ϕ,

3. (α, δ, ω) 
 ϕ→ ψ, if (α, δ, ω) 1 ϕ or (α, δ, ω) 
 ψ,

4. (α, δ, ω) 
 Kaϕ, if (α′, δ′, ω′) 
 ϕ for each play (α′, δ′, ω′) ∈ P such that
α ∼a α′,

5. (α, δ, ω) 
 STaϕ, if

(a) (α′, δ′, ω′) 
 ϕ for each play (α′, δ′, ω′) ∈ P such that α ∼a α′ and
δ(a) = δ′(a),

(b) (α′, δ′, ω′) 1 ϕ for some play (α′, δ′, ω′) ∈ P such that α ∼a α′.
6. (α, δ, ω) 
 CFaϕ if

(a) (α, δ, ω) 
 ϕ and
(b) there is an action d ∈ ∆α

a such that for each play (α′, δ′, ω′) ∈ P
if α ∼a α′ and d = δ′(a), then (α′, δ′, ω′) 1 ϕ.

We illustrate Definition 2 with several examples based on the pollution
game with imperfect information depicted in Figure 4.

Example 4. (80, (dump, dump), dead) 1 STCompany A(“Fish are dead”). In-
deed, consider the play (120, (dump, not dump), alive). Note that Company
A cannot distinguish states 80 and 120 and also that this company uses the
same action under profiles (dump, dump) and (dump, not dump). Finally,
observe that the fish are alive under the play (120, (dump, not dump), alive).
Thus, Company A is not seeing to the death of the fish under the play
(80, (dump, dump), dead) by item 5(a) of Definition 2.
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Example 5. (80, (dump, dump), dead) 
 CFCompany A(“Fish are dead”). In-
deed, under the profile (80, (dump, dump), dead), the fish die and Company
A had a strategy to prevent the death (“not dump”) that works not only in
the current state (k=80) but also in the other state (k=120) that Company
A cannot distinguish from the current state.

The next two examples refer to a different pollution game, which is de-
picted in Figure 5. In the new game, the labels A and B on the dashed lines
are swapped.

not 
dump

dump

not 
dump dump

not 
dump dump

not 
dump dump

k=120 k=80 k=50

AB

Figure 5: A modified version of Figure 4 in which the indistinguishibility relations of
Company A and Company B are swapped.

Example 6. (80, (dump, dump), dead) 
 STCompany A(“Fish are dead”). In-
deed, the action (“dump”) taken by the company guarantees that the fish die
not only in the current state (k=80) but also in the other state (k=50) that
Company A cannot distinguish from the current state.

Example 7. (80, (dump, dump), dead) 1 CFCompany A(“Fish are dead”). In-
deed, note that although Company A had an action (“not dump”) that would
have guaranteed that the fish don’t die, the company did not know this. Com-
pany A did not know because it cannot distinguish the current state (k=80)
from another state (k=50) where the action “not dump” does not guarantee
the survival of the fish.

The formal semantics in Definition 2 specifies satisfaction 
 as a rela-
tion between a play (α, δ, ω) and a formula ϕ. This is different from the
standard semantics of modal logics where satisfaction is a relation between
a state and a formula. This change is needed because seeing-to-it (as well
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as counterfactual) responsibility is a property not of a state, but rather of a
play.

Indeed, note that for the game depicted in Figure 5, we have

(80, (dump, dump), dead) 
 STCompany A(“Fish are dead”),

(120, (dump, dump), dead) 1 STCompany A(“Fish are dead”).

Thus, the existence of responsibility for seeing-to-it depends on the initial
state. Also, for the same game,

(50, (dump, dump), dead) 
 STCompany A(“Fish are dead”),

(50, (not dump, dump), dead) 1 STCompany A(“Fish are dead”).

Hence, the existence of responsibility for seeing-to-it depends on the actions.
Finally, for the game depicted in Figure 1 (left), under action profile (m2, d3),
the mother is counterfactually responsible for the baby crying only if the
baby is actually crying. So, the counterfactual responsibility depends on
the outcome. For these reasons, Definition 2 specifies the satisfaction as a
relation between a play (consisting of an initial state, an action profile, and
an outcome) and a formula.

Next, let us turn to item 5(b) of Definition 2. It is intended to avoid agent
a being responsible for unavoidable statements like 2 + 2 = 4. In the perfect
information case, this condition was introduced in Deliberative STIT [11].
There are at least three possible ways in which this condition can be stated
in the imperfect information case:

1. agent a does not know that ϕ is unavoidable,

2. ϕ is avoidable,

3. agent a knows that ϕ is avoidable.

For example, shooting a terminally ill person by an agent who does not know
that the person is about to die is seeing to the death under alternative 1,
but not under alternatives 2 and 3. Out of the above alternatives, 1 is the
weakest and 3 is the strongest. Item 5(b) of Definition 2 formally captures
alternative 1. We believe that this treatment of responsibility is consistent
with the common approach of defining legal responsibility as a combination
of “guilty actions” and “guilty mind”.
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3. Definability and Undefinability Results

This article contains three main technical results: the definability of
modality CF through modality ST, the undefinability of modality ST through
modalities CF and K, and a sound and complete axiomatisation of modality
ST. In this section, we present the first two results. The axiomatisation is
discussed in the next section.

3.1. Forbearing, Refraining, and Definability of CF through ST
In this subsection, we show that the counterfactual responsibility modal-

ity CF is expressible through the seeing-to-it modality ST. In the next sub-
section, we prove that the opposite is false. The particular way we ex-
press modality CF through modality ST goes back to von Wright’s notion
of “forbearing”[47, p.45]:

An agent, on a given occasion, forbears the doing of a certain
thing if, and only if, he can do this thing, but does in fact not do
it.

Belnap and Perloff suggested using the term “refraining” instead of “for-
bearing” [48]. They also captured the statement “agent a refrains from do-
ing ϕ” in STIT logic as IKa¬IKaϕ, where IK is a (non-deliberative) version of
modality ST that does not include the negative condition 5(b) in Definition 2.
We further discuss this modality in Section 4.1. Note that without the neg-
ative condition, formula IKa¬IKaϕ means that agent a acted not to see to ϕ,
but it does not mean that the agent had a way to see to ϕ. However, with the
negative condition, formula STa¬STaϕ implies that the agent a indeed had
a way to see to ϕ. Moreover, Horty and Belnap observed that STa¬STaϕ is
equivalent to the statement that agent a did not see to ϕ but had an ability
to do so [11]. Although they made this observation for the perfect informa-
tion case, it remains valid in the imperfect information setting of the current
article. This allows us to express modality CF through modality ST as stated
in the next theorem.

Theorem 1. (α, δ, ω) 
 CFaϕ iff (α, δ, ω) 
 ϕ∧STa¬STa¬ϕ, for any formula
ϕ ∈ ΦST,CF and any play (α, δ, ω) of any game.

Proof. (⇒) : By item 6 of Definition 2, the assumption (α, δ, ω) 
 CFaϕ
implies that

(α, δ, ω) 
 ϕ (1)
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and that there is an action d ∈ ∆α
a such that for each play (α′, δ′, ω′) ∈ P ,

α ∼a α′ ∧ d = δ′(a)⇒ (α′, δ′, ω′) 1 ϕ. (2)

Due to statement (1), to prove (α, δ, ω) 
 ϕ ∧ STa¬STa¬ϕ, it suffices to
show that

(α, δ, ω) 
 STa¬STa¬ϕ. (3)

We prove this statement by verifying the two claims below.

Claim 1. (α′′, δ′′, ω′′) 
 ¬STa¬ϕ for any (α′′, δ′′, ω′′) ∈ P such that α ∼a α′′
and δ(a) = δ′′(a).

Proof of Claim. Statement (1) implies (α′′, δ′′, ω′′) 1 STa¬ϕ by item 5 of
Definition 2 because α ∼a α′′ and δ(a) = δ′′(a). Thus, (α′′, δ′′, ω′′) 
 ¬STa¬ϕ
by item 2 of Definition 2. �

Let δ0 be any action profile in state α such that δ0(a) = d. Such an action
profile exists because the domain of actions of each agent in state α is not
empty by item 3 of Definition 1. Then, by condition 5(b) of Definition 1,
there must exist at least one outcome ω0 such that (α, δ0, ω0) ∈ P .

Claim 2. (α, δ0, ω0) 
 STa¬ϕ.

Proof of Claim. Recall that δ0(a) = d by the choice of action profile δ0.
Thus, (α′, δ′, ω′) 1 ϕ for each play (α′, δ′, ω′) ∈ P such that α ∼a α′ and
δ0(a) = δ′(a) by statement (2). At the same time, (α, δ, ω) 
 ϕ by state-
ment (1). Therefore, (α, δ0, ω0) 
 STa¬ϕ by item 5 of Definition 2. �

Claims 1 and 2 imply statement (3) by item 5 of Definition 2.

(⇐) : The assumption (α, δ, ω) 
 ϕ ∧ STa¬STa¬ϕ implies that

(α, δ, ω) 
 ϕ (4)

and (α, δ, ω) 
 STa¬STa¬ϕ. The latter, by item 5(b) of Definition 2, implies
that there is a play (α′, δ′, ω′) ∈ P such that

α ∼a α′ (5)

and (α′, δ′, ω′) 1 ¬STa¬ϕ. Thus, (α′, δ′, ω′) 
 STa¬ϕ by item 2 of Defini-
tion 2. Then, for each play (α′′, δ′′, ω′′) ∈ P ,

α′ ∼a α′′ ∧ δ′(a) = δ′′(a)⇒ (α′′, δ′′, ω′′) 
 ¬ϕ (6)
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by item 5(a) of Definition 2. Let action d be δ′(a) ∈ ∆α′
a . Thus, d ∈ ∆α

a

by item 3 of Definition 1 and statement (5). Then, by statement (5) and
statement (6), for any play (α′′, δ′′, ω′′) ∈ P ,

α ∼a α′′ ∧ d = δ′′(a)⇒ (α′′, δ′′, ω′′) 
 ¬ϕ.

Therefore, (α, δ, ω) 
 CFaϕ by item 6 of Definition 2 and statement (4). �

3.2. Undefinability of ST through CF and K
As we have seen in Theorem 1, the counterfactual responsibility modality

CF could be defined through the seeing-to-it modality ST. In this section, we
show that modality ST cannot be defined in language ΦCF. To prove this, we
construct two games and define a common play for both games such that a
formula ϕ ∈ ΦCF is satisfied under this play in the first game if and only if it
is satisfied under the same play in the second game. We also give a formula
in the language ΦST which is satisfied in the first game but not in the second
game under the constructed play. The first result, in a more general form, is
stated in this section as Lemma 4 and the second as Lemma 5 and Lemma 6.
The undefinability is formally stated as Theorem 2 at the end of this section.

⍺

a, b, c c

ω1 ω2

⍺

a, b, c b, c

ω1 ω2

p p ¬p¬p

Figure 6: Two Games.

The two games are depicted in Figure 6. Each game has a single agent,
Alice. In other words, A = {Alice}. Both games have a single initial state
α and two outcomes: ω1 and ω2. In both games, Alice has three actions
(a, b, and c) in state α. In both games, propositional variable3 p holds true
only in the plays that result in outcome ω1. In both games, action a leads
to outcome ω1 and action c leads (nondeterministically) to outcome ω1 or

3We assume here that the language contains only one propositional variable. If the
language contains more variables, the satisfaction relation of all of them should be defined
the same way as p.
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outcome ω2. The only difference between the two games is how action b is
executed. In the first game, action b acts the same way as action a and in
the second game it acts the same way as action c, see Figure 6.

We refer to the two games from Figure 6 as the left and the right games.
The sets of plays of these two games are denoted by Pl and Pr, respectively.
Satisfiability relations corresponding to those games are denoted by 
l and

r. Valuation functions for the two games will be denoted by πl and πr. Note
that πl(p) = πr(p) = {(α, x, ω1) | x ∈ {a, b, c}} by the choice of the games.

Recall that an action profile is a function that maps agents into actions.
Since Alice is the only agent in these two games, we refer to an action profile
by the action of Alice under the profile. The play (α, b, ω1) is the common
play of these two games that we use to show the undefinability of modality
ST in language ΦCF.

As mentioned above, Lemma 4 is a key step in the proof of undefinability.
Before proving this lemma, we establish three auxiliary results. First, observe
that sets Pl and Pr are not equal because (α, b, ω2) ∈ Pr \ Pl. However, the
set of plays that use actions a and c is the same for both games.

Lemma 1. (α, δ, ω) ∈ Pl iff (α, δ, ω) ∈ Pr for any action δ ∈ {a, c} and any
outcome ω ∈ {ω1, ω2}. �

Next, note that plays (α, a, ω1) and (α, b, ω1) in the left game are indis-
tinguishable in language ΦCF:

Lemma 2. (α, a, ω1) 
l ϕ iff (α, b, ω1) 
l ϕ for each formula ϕ ∈ ΦCF. �

Proof. We prove the lemma by structural induction on formula ϕ. First,
suppose that ϕ is propositional variable p. Note that (α, a, ω1) ∈ πl(p) and
(α, b, ω1) ∈ πl(p) by the choice of valuation function πl. Thus, (α, a, ω1) 
l p
and (α, b, ω1) 
l p by item 1 of Definition 2.

If formula ϕ is a negation or an implication, then the required follows
from the induction hypothesis and items 2 and 3 of Definition 2.

Next, suppose that formula ϕ has the form KAliceψ. Without loss of
generality, assume that (α, a, ω1) 
l KAliceψ. Then, (α, δ, ω) 
l ψ for each
play (α, δ, ω) ∈ Pl by item 4 of Definition 2. Therefore, (α, b, ω1) 
l KAliceψ
again by item 4 of Definition 2 and because there is only one state that Alice
cannot distinguish from state α – the state α itself.

Finally, assume that formula ϕ has the form CFAliceψ. Without loss of
generality, assume that (α, a, ω1) 
l CFAliceψ. Thus, by item 6 of Definition 2,
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1. (α, a, ω1) 
l ψ and

2. there is an action x ∈ {a, b, c} such that (α, x, ω) 1l ψ for each play
(α, x, ω) ∈ Pl.

Item 1 above implies (α, b, ω1) 
l ψ by the induction hypothesis. Therefore,
(α, b, ω1) 
l CFAliceψ by item 2 above and the same item 6 of Definition 2. �

Similarly, the actions b and c in the right game are indistinguishable in
language ΦCF:

Lemma 3. (α, b, ω) 
r ϕ iff (α, c, ω) 
r ϕ for each outcome ω ∈ {ω1, ω2}
and each formula ϕ ∈ ΦCF. �

The next lemma is one of the two key steps in the proof of undefinability.
It shows that for any common play of the two games, the same formulae are
satisfied in this play under both games. Of course, play (α, b, ω2) ∈ Pr \Pl is
excluded.

Lemma 4. (α, δ, ω) 
l ϕ iff (α, δ, ω) 
r ϕ for each formula ϕ ∈ ΦCF and
each play (α, δ, ω) ∈ Pl.

Proof. We prove the lemma by structural induction on formula ϕ. If ϕ
is a propositional variable p, then (α, δ, ω) 
l p iff (α, δ, ω) 
r p by Defini-
tion 2 and because πl(p) = πr(p). The case when formula ϕ is a negation or
an implication follows from the induction hypothesis and items 2 and 3 of
Definition 2 respectively.

Suppose that formula ϕ has the form KAliceψ. Recall that there is only
one state that Alice cannot distinguish from state α – the state α itself.
(⇒) : Assume that (α, δ, ω) 
l KAliceψ. Thus, (α, δ′, ω′) 
l ψ for each play
(α, δ′, ω′) ∈ Pl by item 4 of Definition 2. Hence, by the induction hypothesis,
(α, δ′, ω′) 
r ψ for each play (α, δ′, ω′) ∈ Pl. Then, (α, δ′, ω′) 
r ψ for each
play (α, δ′, ω′) ∈ Pr because Pr = Pl ∪ {(α, b, ω2)} and Lemma 3 entails that
(α, c, ω2) 
r ψ implies (α, b, ω2) 
r ψ.
(⇐) : Suppose that (α, δ, ω) 
r KAliceψ. Then, (α, δ′, ω′) 
r ψ for each play
(α, δ′, ω′) ∈ Pr by item 4 of Definition 2. Hence, (α, δ′, ω′) 
r ψ for each
play (α, δ′, ω′) ∈ Pl because Pl ⊆ Pr. Thus, by the induction hypothesis,
(α, δ′, ω′) 
l ψ for each play (α, δ′, ω′) ∈ Pl. Therefore, (α, δ, ω) 
l KAliceψ by
item 4 of Definition 2.

Finally, suppose that formula ϕ has the form CFAliceψ.
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(⇒) : Let (α, δ, ω) 
l CFAliceψ for some play (α, δ, ω) ∈ Pl. Hence, by item 6
of Definition 2,

(α, δ, ω) 
l ψ (7)

and
∃x ∈ {a, b, c} ∀(α, x, ω′) ∈ Pl ((α, x, ω′) 1l ψ).

Thus, by Lemma 2,

∃x ∈ {a, c} ∀(α, x, ω′) ∈ Pl ((α, x, ω′) 1l ψ).

Then, by the induction hypothesis,

∃x ∈ {a, c} ∀(α, x, ω′) ∈ Pl ((α, x, ω′) 1r ψ).

Hence, by Lemma 1,

∃x ∈ {a, c} ∀(α, x, ω′) ∈ Pr ((α, x, ω′) 1r ψ).

In addition, (α, δ, ω) 
r ψ also by the induction hypothesis using state-
ment (7). Therefore, (α, δ, ω) 
r CFAliceψ by item 6 of Definition 2.
(⇐) : Suppose (α, δ, ω) 
r CFAliceψ. Thus, by item 6 of Definition 2,

(α, δ, ω) 
r ψ (8)

and
∃x ∈ {a, b, c} ∀(α, x, ω′) ∈ Pr ((α, x, ω′) 1r ψ).

Then, by Lemma 3,

∃x ∈ {a, c} ∀(α, x, ω′) ∈ Pr ((α, x, ω′) 1r ψ).

Hence, by Lemma 1,

∃x ∈ {a, c} ∀(α, x, ω′) ∈ Pl ((α, x, ω′) 1r ψ).

Thus, by the induction hypothesis,

∃x ∈ {a, c} ∀(α, x, ω′) ∈ Pl ((α, x, ω′) 1l ψ).

In addition, (α, δ, ω) 
l ψ also by the induction hypothesis using state-
ment (8). Therefore, (α, δ, ω) 
l CFAliceψ by item 6 of Definition 2. �

Informally, the next two lemmas are true because by choosing action b in
the left model the agent knows that statement p will be unavoidably true,
while the same is not true about the right model. Formally, statements of
the lemmas follow from the definitions of the left and the right models and
item 5 of Definition 2.
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Lemma 5. (α, b, ω1) 
l STAlicep. �

Lemma 6. (α, b, ω1) 1r STAlicep. �

The statement of the next theorem follows from Lemma 4, Lemma 5, and
Lemma 6.

Theorem 2. Modality ST is not definable in the language ΦCF.

4. Logical System

In this section, we present our third main result – a sound and complete
logical system for the seeing-to-it modality.

4.1. Two Forms of Knowledge

It is common in game theory to distinguish ex ante, interim, and ex post
knowledge [22]. The first refers to the knowledge of an agent before an action
is taken, the second to the knowledge at the moment of taking an action,
and the third to the knowledge after an action is taken. The knowledge
modality K, as defined in item 4 of Definition 2, captures ex ante (before
action) knowledge. The interim knowledge (at the moment of action) can be
captured by modality IK defined by removing condition (b) from item 5 of
Definition 2:

Definition 3. (α, δ, ω) 
 IKaϕ, if (α′, δ′, ω′) 
 ϕ for each play (α′, δ′, ω′) ∈ P
such that α ∼a α′ and δ(a) = δ′(a),

In STIT logic, modality IK is usually referred to as “non-deliberative seeing-
to-it” in contrast to “deliberative seeing-to-it” captured by modality ST.
Modality IK has been studied in perfect information [9, 10, 11] and imperfect
information settings [35, 37, 26, 12]. It has all the standard S5 properties
plus the Independence of Agency property captured by the following infer-
ence rule: ¬ϕ1 ∨ · · · ∨ ¬ϕn

¬IKa1ϕ1 ∨ · · · ∨ ¬IKanϕn
,

where agents a1, . . . , an are pairwise different. Informally, this rule says that
if statements ϕ1,. . . , ϕn are logically inconsistent, then, in any given state,
at least one of the agents ai cannot see to the corresponding condition ϕi.
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Note that each of our responsibility modalities can be defined through a
combination of the ex ante and the interim knowledge modalities:

STaϕ = IKaϕ ∧ Ka¬ϕ,
CFaϕ = ϕ ∧ KaIKa¬ϕ.

As mentioned above, various axiomatisations of modality IK have been
proposed before [24, 25, 26]. To explicitly capture the properties of the seeing-
to-it responsibility, in this section, we give an axiomatisation of the modality
ST without decomposing it into two knowledge modalities. In addition to ST,
our logical system also includes the ex ante knowledge modality K. We do
not include the modality CF because, as shown in Theorem 1, it is definable
through modality ST.

4.2. Axioms and Inference Rules

In the rest of this section, we present a sound and complete logical system
that describes the interplay between modalities K and ST in language ΦST.

In addition to tautologies in language ΦST, our logical system contains
the following axioms:

1. Truth: Kaϕ→ ϕ and STaϕ→ ϕ,

2. Negative Introspection: ¬Kaϕ→ Ka¬Kaϕ,

3. Distributivity: Ka(ϕ→ ψ)→ (Kaϕ→ Kaψ),

4. Introspection of Responsibility: STaϕ→ STaSTaϕ,

5. Refraining: ¬STaϕ ∧ KaSTaϕ→ STa¬STaϕ,

6. Dual Responsibility: STaϕ ∧ STaψ → STa(ϕ ∧ ψ),

7. Non-Responsibility for Known: Kaϕ→ ¬STaϕ.

We write ` ϕ if formulae ϕ is derivable in our logical system using the
following rules of inference: Indirect Responsibility

Kaψ ∧
∧
i≤n STaχi → ϕ

Kaψ ∧
∧
i≤n STaχi → Kaϕ ∨ STaϕ

,

the Independence of Agency (for distinct agents b1, . . . , bn)∧
i≤m Kaiϕi →

∨
j≤n ¬ψj∧

i≤m Kaiϕi →
∨
j≤n Kbj¬STbjψj

,
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the Modus Ponens, and the Necessitation

ϕ, ϕ→ ψ

ψ

ϕ

Kaϕ
.

We say that ϕ is a theorem of our logical system if ` ϕ.
In addition to the unary relation ` ϕ, we also consider binary relation

X ` ϕ between a set of formulae X and a formula ϕ. Let X ` ϕ if formula ϕ
is derivable from the theorems of our logical system and the set of additional
axioms X using only the Modus Ponens inference rule. It is easy to see that
statement ∅ ` ϕ is equivalent to ` ϕ. We say that set X is consistent if
X 0 ⊥.

Lemma 7 (Lindenbaum). Any consistent set of formulae in the language
ΦST can be extended to a maximal consistent set of formulae.

Proof. The standard proof of Lindenbaum’s lemma [49, Proposition 2.14]
applies here too. �

The next four lemmas state well-known properties of S5 modality K. Their
proofs can be found in the appendix.

Lemma 8 (Deduction). If X,ϕ ` ψ, then X ` ϕ→ ψ.

Lemma 9 (Positive Introspection). ` Kaϕ→ KaKaϕ.

Lemma 10. If ϕ1,. . . ,ϕn ` ψ, then Kaϕ1,. . . ,Kaϕn ` Kaψ.

Lemma 11. ` Kaϕ1 ∧ · · · ∧ Kaϕn ↔ Ka(ϕ1 ∧ · · · ∧ ϕn), if n ≥ 0.

4.3. Soundness

In this subsection, we prove the soundness of our logical system. The
soundness of the Truth axiom for modality K, the Negative Introspection
axiom, the Distributivity axiom, the Modus Ponens inference rule, and the
Necessitation inference rule is straightforward. We show the soundness of
the remaining axioms and inference rules as separate lemmas. We start by
observing two auxiliary results that follow from items 4 and 5 of Definition 2.

Lemma 12. For any plays (α, δ, ω) and (α′, δ′, ω′) of an arbitrary game, if
(α, δ, ω) 
 Kaϕ and α ∼a α′, then (α′, δ′, ω′) 
 Kaϕ. �
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Lemma 13. For any plays (α, δ, ω) and (α′, δ′, ω′) of an arbitrary game, if
(α, δ, ω) 
 STaϕ, α ∼a α′, and δ(a) = δ′(a), then (α′, δ′, ω′) 
 STaϕ. �

The Truth axiom for modality ST states that if an agent sees to ϕ, then
statement ϕ is true.

Lemma 14. If (α, δ, ω) 
 STaϕ, then (α, δ, ω) 
 ϕ.

Proof. By item 5(a) of Definition 2, the assumption (α, δ, ω) 
 STaϕ im-
plies that (α′, δ′, ω′) 
 ϕ for each play (α′, δ′, ω′) ∈ P such that α ∼a α′ and
δ(a) = δ′(a). In particular, (α, δ, ω) 
 ϕ. �

The Introspection of Responsibility axiom states that if an agent sees to
ϕ, then she sees to it that she sees to ϕ. The statement of this axiom is not
as straightforward as it might appear due to the epistemic negative condition
5(b) in Definition 2.

Lemma 15. If (α, δ, ω) 
 STaϕ, then (α, δ, ω) 
 STaSTaϕ.

Proof. To prove (α, δ, ω) 
 STaSTaϕ, we verify conditions (a) and (b) of
item 5 in Definition 2.

Condition a: Consider any play (α′, δ′, ω′) ∈ P such that α ∼a α′ and δ(a) =
δ′(a). It suffices to show that (α′, δ′, ω′) 
 STaϕ, which, by Lemma 13, follows
from the assumption (α, δ, ω) 
 STaϕ of the current lemma.

Condition b: By item 5(b) of Definition 2, the assumption (α, δ, ω) 
 STaϕ
of the lemma implies that (α′, δ′, ω′) 1 ϕ for some play (α′, δ′, ω′) ∈ P such
that α ∼a α′. Hence, (α′, δ′, ω′) 1 STaϕ by Lemma 14. �

The Refraining axiom states that if an agent does not see to ϕ and she
did not exclude ex ante a possibility of seeing to ϕ, then she refrains from
(forbears) doing ϕ. See Section 3.1 for the discussion of refraining/forbearing.

Lemma 16. If (α, δ, ω) 1 STaϕ and (α, δ, ω) 
 KaSTaϕ, then (α, δ, ω) 

STa¬STaϕ.

Proof. By the definition of modality K and items 2 and 4 of Definition 2,
the assumption (α, δ, ω) 
 KaSTaϕ implies that there is a play (α1, δ1, ω1) ∈ P
such that

α ∼a α1 (9)
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and
(α1, δ1, ω1) 
 STaϕ. (10)

By item 5(b) of Definition 2, statement (10) implies that

∃(α′, δ′, ω′) ∈ P (α1 ∼a α′ ∧ (α′, δ′, ω′) 1 ϕ). (11)

By item 5 of Definition 2, assumption (α, δ, ω) 1 STaϕ of the lemma
implies that at least one of the following conditions holds:

1. there is a play (α′, δ′, ω′) ∈ P such that α ∼a α′, δ(a) = δ′(a), and
(α′, δ′, ω′) 1 ϕ,

2. (α′, δ′, ω′) 
 ϕ for each play (α′, δ′, ω′) ∈ P such that α ∼a α′.

Note that the second of the above statements is not consistent with state-
ments (9) and (11). Hence, the first of the above statements is true. In other
words, there is a play (α2, δ2, ω2) ∈ P such that

α ∼a α2 ∧ δ(a) = δ2(a) ∧ (α2, δ2, ω2) 1 ϕ. (12)

Claim 3. (α′, δ′, ω′) 
 ¬STaϕ for each play (α′, δ′, ω′) ∈ P such that α ∼a α′
and δ(a) = δ′(a).

Proof of Claim. By item 2 of Definition 2, it suffices to show that
(α′, δ′, ω′) 1 STaϕ. To prove this, by item 5(a) of Definition 2, it is enough
to establish that α′ ∼a α2, δ′(a) = δ2(a), and (α2, δ2, ω2) 1 ϕ. All three of
these statements follow from statement (12) and the assumptions α ∼a α′
and δ(a) = δ′(a) of the claim. �

Claim 3, statement (9), and statement (10) imply (α, δ, ω) 
 STa¬STaϕ
by item 5 of Definition 2. �

The Dual Responsibility axiom states that if an agent sees to both ϕ and
ψ, then she sees to the conjunction ϕ ∧ ψ.

Lemma 17. If (α, δ, ω) 
 STaϕ and (α, δ, ω) 
 STaψ, then (α, δ, ω) 

STa(ϕ ∧ ψ).

Proof. The assumption (α, δ, ω) 
 STaϕ, by item 5 of Definition 2, implies

∀(α′, δ′, ω′) ∈ P (α ∼a α′ ∧ δ(a) = δ′(a)⇒ ((α′, δ′, ω′) 
 ϕ)) (13)
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and
∃(α′, δ′, ω′) ∈ P (α ∼a α′ ∧ ((α′, δ′, ω′) 1 ϕ)). (14)

Similarly, the assumption (α, δ, ω) 
 STaψ, by item 5(a) of the same Defini-
tion 2, implies

∀(α′, δ′, ω′) ∈ P (α ∼a α′ ∧ δ(a) = δ′(a)⇒ ((α′, δ′, ω′) 
 ψ)). (15)

By Definition 2 and the definition of connective ∧, statements (13) and (15)
imply

∀(α′, δ′, ω′) ∈ P (α ∼a α′ ∧ δ(a) = δ′(a)⇒ ((α′, δ′, ω′) 
 ϕ ∧ ψ)). (16)

Similarly, by Definition 2 and the definition of connective ∧, statement (14)
implies

∃(α′, δ′, ω′) ∈ P (α ∼a α′ ∧ ((α′, δ′, ω′) 1 ϕ ∧ ψ)). (17)

Finally, note that (α, δ, ω) 
 STa(ϕ ∧ ψ) follows from statement (16) and
statement (17) by item 5 of Definition 2. �

The Non-Responsibility for Known axiom states that an agent does not
see to something about which she knows ex ante that it is guaranteed to
happen.

Lemma 18. If (α, δ, ω) 
 Kaϕ, then (α, δ, ω) 1 STaϕ.

Proof. By item 4 of Definition 2, assumption (α, δ, ω) 
 Kaϕ implies that
(α′, δ′, ω′) 
 ϕ for each play (α′, δ′, ω′) ∈ P such that α ∼a α′. Therefore,
(α, δ, ω) 1 STaϕ by item 5(b) of Definition 2. �

Next, assume that a statement ϕ holds true each time when an agent a is
responsible for statements χ1, . . . , χn. Then, in each such situation, agent a is
also responsible for ϕ unless the agent a knows ex ante that ϕ is unavoidably
true. This is captured by the Indirect Responsibility inference rule. Note
that the actual Indirect Responsibility rule is slightly more general because
it includes an additional assumption Kaψ.

Lemma 19. If formula Kaψ ∧
∧
i≤n STaχi → ϕ is satisfied on each play of

each game, then formula

Kaψ ∧
∧
i≤n

STaχi → Kaϕ ∨ STaϕ

is also satisfied on each play of each game.
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Proof. Suppose that there is a play (α, δ, ω) ∈ P of a game

(I, {∼a}a∈A, {∆α
a}α∈Ia∈A,Ω, P, π)

such that

(α, δ, ω) 
 Kaψ, (18)

(α, δ, ω) 
 STaχi, ∀i ≤ n, (19)

(α, δ, ω) 1 Kaϕ, (20)

(α, δ, ω) 1 STaϕ. (21)

By item 4 of Definition 2, statement (20) implies that there exists a play
(α1, δ1, ω1) ∈ P such that

(α1, δ1, ω1) 1 ϕ and α ∼a α1. (22)

At the same time, by item 5 of Definition 2, statement (21) implies that at
least one of the following is true:

1. (α′, δ′, ω′) 1 ϕ for some (α′, δ′, ω′) ∈ P such that α ∼a α′ and δ(a) =
δ′(a),

2. (α′, δ′, ω′) 
 ϕ for each (α′, δ′, ω′) ∈ P such that α ∼a α′.

The second of the above conditions is not consistent with statement (22).
Thus, the first statement must be true. In other words, there is a play
(α2, δ2, ω2) ∈ P such that α ∼a α2, δ(a) = δ2(a), and

(α2, δ2, ω2) 1 ϕ. (23)

Thus, by Lemma 12 and Lemma 13, statements (18) and (19) imply

(α2, δ2, ω2) 
 Kaψ,
(α2, δ2, ω2) 
 STaχi, ∀i ≤ n.

Therefore, (α2, δ2, ω2) 
 ϕ by the assumption of the lemma, which contra-
dicts statement (23). �

Informally, the Independence of Agency rule is true because, by item 5
of Definition 1, for each action profile there is at least one possible outcome.
See the proof below for more details.
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Lemma 20. If
∧
i≤m Kaiϕi →

∨
j≤n ¬ψj is satisfied on each play of each

game, then
∧
i≤m Kaiϕi →

∨
j≤n Kbj¬STbjψj is also satisfied on each play of

each game, where agents b1, . . . , bn are distinct.

Proof. Suppose that there is a play (α, δ, ω) of a game such that (α, δ, ω) 
∧
i≤m Kaiϕi and (α, δ, ω) 
 ¬Kbj¬STbjψj for each j ≤ n. The latter, by items 2

and 4 of Definition 2, implies that for each j ≤ n there is a play (α′j, δ
′
j, ω

′
j)

such that α ∼bj α′j and
(α′j, δ

′
j, ω

′
j) 
 STbjψj. (24)

By Definition 1, set ∆α
a contains at least one element da. Consider the

action profile

δ̂(a) =

{
δ′j(bj), if a = bj,

da, otherwise.
(25)

Such a profile is well-defined because agents b1, . . . , bn are distinct. By item
5 of Definition 1, there must exist an outcome ω̂ such that (α, δ̂, ω̂) is a play.
Note that, by Lemma 12, the assumption (α, δ, ω) 


∧
i≤m Kaiϕi implies that

(α, δ̂, ω̂) 

∧
i≤m Kaiϕi. Then, (α, δ̂, ω̂) 


∨
j≤n ¬ψj by the assumption of the

lemma. Thus, there must exist j0 ≤ n such that

(α, δ̂, ω̂) 
 ¬ψj0 . (26)

At the same time, α′j0 ∼bj0 α by the choice of play (α′j0 , δ
′
j0
, ω′j0). Also,

δ′j0(bj0) = δ̂(bj0) by equation (25). Thus, (α, δ̂, ω̂) 
 ψj0 , by item 5(a) of
Definition 2 and statement (24), which contradicts statement (26). �

The lemmas above imply the following strong soundness theorem.

Theorem 3 (Strong Soundness). For any play (α, δ, ω) of any game, if
(α, δ, ω) 
 χ for each formula χ ∈ X and X ` ϕ, then (α, δ, ω) 
 ϕ.

4.4. Towards the Proof of Completeness

In this subsection, we give the intuition behind the proof of completeness
of our logical system. The actual proof is in the next subsection.

As usual, the proof of completeness consists of a construction of a canon-
ical model. In our case, it is a canonical game. The key component of our
proof of completeness, just like most other such proofs, is the “induction”
(or “truth”) lemma – Lemma 26 in this article. In the case of many classical
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modal logics, such as S5, the induction lemma states that a formula is sat-
isfied in a state if and only if it belongs to the maximal consistent set that
defines this state: w 
 ϕ iff ϕ ∈ w. In our case, the induction lemma states
that a formula is satisfied by a play if and only if it belongs to the outcome
of the play: (α, δ, ω) 
 ϕ iff ϕ ∈ ω. Thus, all properties of a play expressible
in language ΦST are determined by the outcome alone and not by the initial
state α or the action profile δ. In other words, the outcomes of the canonical
game “remember” all the relevant information about the initial state and the
action profile. This is a peculiar property of our canonical game. It is not
true for the class of all games, as specified in Definition 1. However, the fact
that the canonical game belongs to a subclass of games from Definition 1
makes our completeness result stronger, not weaker.

There are several ways in which the completeness theorem for our logi-
cal system differs from the proof of completeness for the epistemic logic of
counterfactual responsibility [20], where it is called blameworthiness. The
most significant difference is how the set of actions ∆α

a is defined. In the
case of counterfactual responsibility, for each play (α, δ, ω) and each formula
CFaϕ ∈ ω, the induction lemma in [20] requires that (α, δ, ω) 
 CFaϕ. To
achieve this, the canonical model is equipped with an action that, when ex-
ecuted by an agent a, prevents ϕ. Such an action is called ¬ϕ and the set
of plays of the game is defined so that by “voting for” action ¬ϕ, agent a is
able to prevent formula ϕ from being true. Informally, in a canonical game
from [20], each agent votes for a formula which is meant to be satisfied in
the outcome.

The situation is quite different in the current setting. Indeed, consider
any two plays (α, δ, ω) and (α′, δ′, ω′) such that α ∼a α′ and δ(a) = δ′(a).
Then, by Lemma 13, for any formula ϕ ∈ ΦST,

(α, δ, ω) 
 STaϕ iff (α′, δ′, ω′) 
 STaϕ.

In other words, agent a sees to the same statements in both plays. This
means that in each initial state α′ indistinguishable to agent a from initial
state α, if the agent acts the same way as she acts under δ(a), then she sees
to everything that she sees to in play (α, δ, ω). Informally, by acting the same
way, agent a says that she accepts the responsibility for everything she sees
to in play (α, δ, ω). Recall from our earlier discussion that, in our canonical
game, the validity of all formulae, including the formulae of the form STaϕ,
is completely determined by the outcome ω. Thus, by acting the same way
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as in play (α, δ, ω), agent a says “make me responsible for everything I am
responsible in outcome ω”. To capture this intuition, instead of making the
action (“vote”) of agent a to be a particular formula, we use the whole set ω
as the action.

Now consider an arbitrary action profile δ that assigns each agent a an
action (outcome) δ(a) for which she votes. The game aggregates votes of all
agents into a single outcome ω in which each agent a is responsible for exactly
the same formulae as those in outcome δ(a). This aggregation mechanism is
specified in Definition 6, which defines the set of all plays of the canonical
game. Although the definition only requires that if STaϕ ∈ δ(a), then STaϕ ∈
ω, it can be shown that the converse is also true in the canonical model. In
a similar fashion, the initial states are also defined as outcomes. Informally,
if the game starts in an initial state ω, then it means that outcome ω is
potentially reachable from this initial state. Recall that knowledge modality
K refers to the ex ante knowledge or knowledge in the initial state. Thus, all
outcomes that can be reached from the same initial state must have the same
K-formulae. We formally capture this in item 1 of Definition 6. Although
this item only requires that if Kaϕ ∈ α, then Kaϕ ∈ ω, it again can be shown
that the converse is true in the canonical model.

4.5. Completeness

In this subsection, we prove the completeness of our logical system fol-
lowing the outline from the previous subsection. We start by defining the
canonical game (Ω, {∼a}a∈A, {∆α

a}α∈Ω
a∈A,Ω, P, π), where Ω is the set of all max-

imal consistent sets of formulae.
Since modality K captures ex ante knowledge, we define two initial states

to be indistinguishable by an agent a if the sets have the same Ka-formulae.

Definition 4. For any two initial states α, α′ ∈ Ω and any agent a ∈ A, let
α ∼a α′ when Kaϕ ∈ α iff Kaϕ ∈ α′ for each formula ϕ ∈ ΦST.

As we discussed in the previous subsection, actions of an agent a are
outcomes which have the same Ka-formulae as the initial state α. Taking
Definition 4 into account, this can be stated as follows:

Definition 5. Let ∆α
a = {ω ∈ Ω | α ∼a ω}, for any initial state α ∈ Ω and

any agent a ∈ A.
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Note that Definition 4 and Definition 5 imply that set ∆α
a satisfies the

uniformity condition of Definition 1.
Recall that the outcome inherits the ex ante knowledge from the initial

state and the responsibility from the actions of the individual agents:

Definition 6. The set of plays P contains all triples (α, δ, ω), where α ∈ Ω
is an initial state, δ is an action profile in state α, and ω ∈ Ω is an outcome,
such that for each agent a ∈ A and each formula ϕ ∈ ΦST,

1. if Kaϕ ∈ α, then Kaϕ ∈ ω,

2. if STaϕ ∈ δ(a), then STaϕ ∈ ω.

Finally, as we discussed earlier, the validity of all formulae in our canoni-
cal game, including propositional variables, is completely determined by the
outcome:

Definition 7. π(p) = {(α, δ, ω) ∈ P | p ∈ ω}.

This concludes the definition of the canonical model. The next lemma
verifies the condition from item 5 of Definition 1.

Lemma 21. For any initial state α ∈ Ω and any action profile δ in state α,
there is an outcome ω ∈ Ω such that (α, δ, ω) ∈ P .

Proof. Consider the set of formulae

X = {Kaϕ | Kaϕ ∈ α, a ∈ A} ∪ {STaψ | STaψ ∈ δ(a), a ∈ A}.

First, we show that this set is consistent. Suppose the opposite. Then, there
are agents a1, . . . , an and formulae

Ka1ϕ1 . . . , Kanϕn ∈ α (27)

as well as distinct agents b1, . . . , bm and formulae

STb1ψ1
1, . . . , STb1ψk11 ∈ δ(b1)

. . . (28)

STbmψ1
m, . . . , STbmψkmm ∈ δ(bm)

such that
k1, . . . , km ≥ 1 (29)

33



and

Ka1ϕ1 . . . , Kanϕn, STb1ψ1
1, . . . , STb1ψk11 , . . . , STbmψ1

m, . . . , STbmψkmm ` ⊥.

Thus, by Lemma 8 and propositional reasoning,

`

(∧
i≤n

Kaiϕi

)
∧

(∧
i≤m

∧
j≤ki

STbiψ
j
i

)
→ ⊥.

Then, again by propositional reasoning,

`
∧
i≤n

Kaiϕi → ¬
∧
i≤m

∧
j≤ki

STbiψ
j
i .

Thus, by De Morgan’s law,

`
∧
i≤n

Kaiϕi →
∨
i≤m

¬
∧
j≤ki

STbiψ
j
i .

Hence, by the Independence of Agency inference rule,

`
∧
i≤n

Kaiϕi →
∨
i≤m

Kbi¬STbi
∧
j≤ki

STbiψ
j
i .

Thus, by propositional reasoning using statement (27),

α `
∨
i≤m

Kbi¬STbi
∧
j≤ki

STbiψ
j
i .

Then, because set α is maximal, there exists i0 ≤ m such that

Kbi0¬STbi0
∧
j≤ki0

STbi0ψ
j
i0
∈ α.

The assumption of the lemma that δ is an action profile in state α implies
δ(bi0) ∈ ∆α

bi0
by item 5(a) of Definition 1. Hence, α ∼bi0 δ(bi0) by Definition 5.

Thus, by Definition 4,

Kbi0¬STbi0
∧
j≤ki0

STbi0ψ
j
i0
∈ δ(bi0).
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Hence, by the Truth axiom and the Modus Ponens rule,

δ(bi0) ` ¬STbi0
∧
j≤ki0

STbi0ψ
j
i0
. (30)

At the same time, by the Introspection of Responsibility axiom and the
Modus Ponens inference rule, assumptions (28) imply

δ(bi0) ` STbi0STbi0ψ
1
i0
,

. . .

δ(bi0) ` STbi0STbi0ψ
ki0
i0
.

Thus, by propositional reasoning using the Dual Responsibility axiom and
assumption (29),

δ(bi0) ` STbi0
∧
j≤ki0

STbi0ψ
j
i0
,

which contradicts statement (30) because set δα(bi0) is consistent. Therefore,
set X is consistent.

Let ω be any maximal consistent extension of set X. Such a set ω exists
by Lemma 7. Then, (α, δ, ω) ∈ P by Definition 6 and the choice of set X. �

A key step in a proof of the completeness theorem is usually an “induc-
tion” or “truth” lemma. In our case, it is Lemma 26. As we mentioned in
the previous subsection, this lemma states that (α, δ, ω) 
 ψ iff ψ ∈ ω. The
next four lemmas are auxiliary lemmas used to prove the induction steps of
this lemma for formula ψ of different forms. The first of them is used to
prove (⇐) direction in the case when the formula has the form STaϕ.

Lemma 22. If (α, δ, ω) ∈ P and STaϕ ∈ ω, then

1. for each play (α′, δ′, ω′) ∈ P , if α ∼a α′ and δ(a) = δ′(a), then ϕ ∈ ω′,
and

2. there is (α′, δ′, ω′) ∈ P such that α ∼a α′ and ϕ /∈ ω′.

Proof. We prove statements 1 and 2 separately.
Statement 1. Consider any play (α′, δ′, ω′) ∈ P such that α ∼a α′ and

δ(a) = δ′(a). (31)
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Suppose that ϕ /∈ ω′. Then, ω′ 0 ϕ because set ω′ is maximal. Hence,
STaϕ /∈ ω′ by the contraposition of the Truth axiom. Then, STaϕ /∈ δ′(a) by
Definition 6 and the assumption (α′, δ′, ω′) ∈ P . Thus, STaϕ /∈ δ(a) because
of equation (31). Hence,

¬STaϕ ∈ δ(a) (32)

because set δ(a) is maximal. At the same time, formula Ka¬STaϕ → ¬STaϕ
is an instance of the Truth axiom. Hence, ` STaϕ → ¬Ka¬STaϕ by contra-
position. Then, ω ` ¬Ka¬STaϕ by the assumption STaϕ ∈ ω of the lemma.
Thus, Ka¬STaϕ /∈ ω because set ω is consistent. Hence, by Definition 6 and
assumption (α, δ, ω) ∈ P of the lemma,

Ka¬STaϕ /∈ α. (33)

Note that δ(a) ∈ ∆α
a by item 5(a) of Definition 1. Thus, α ∼a δ(a) by

Definition 5. Hence, Ka¬STaϕ /∈ δ(a) by Definition 4 and assumption (33).
Then, ¬Ka¬STaϕ ∈ δ(a) because set δ(a) is maximal. Then, KaSTaϕ ∈ δ(a)
by the definition of modality K. Thus, δ(a) ` STa¬STaϕ by the Refraining
axiom using statement (32) and propositional reasoning. Then, STa¬STaϕ ∈
δ(a) because set δ(a) is maximal. Hence, STa¬STaϕ ∈ ω by Definition 6 and
the assumption (α, δ, ω) ∈ P of the lemma. Then, ω ` ¬STaϕ by the Truth
axiom and the Modus Ponens inference rule. Therefore, STaϕ /∈ ω because
set ω is consistent, which contradicts the assumption STaϕ ∈ ω of the lemma.

Statement 2. LetX = {Kaψ | Kaψ ∈ α}∪{¬ϕ}. First, we show that setX is
consistent. Assume the opposite. Then, there are formulae Kaψ1, . . . , Kaψn ∈
α such that Kaψ1, . . . , Kaψn ` ϕ. Hence, KaKaψ1, . . . , KaKaψn ` Kaϕ by
Lemma 10. Then, Kaψ1, . . . , Kaψn ` Kaϕ by Lemma 9 and the Modus Po-
nens inference rule. Thus, α ` Kaϕ by the choice of formulae Kaψ1, . . . , Kaψn.
Hence, Kaϕ ∈ α because set α is maximal. Then, Kaϕ ∈ ω by Definition 6
and the assumption (α, δ, ω) ∈ P of the lemma. Thus, ω ` ¬STaϕ by the
Non-Responsibility for Known axiom and the Modus Ponens inference rule.
Thus, STaϕ /∈ ω because set ω is consistent, which contradicts assumption
STaϕ ∈ ω of the lemma. Therefore, set X is consistent.

Let set ω′ be any maximal consistent extension of set X. Such set ω′

exists by Lemma 7. Then, ¬ϕ ∈ X ⊆ ω′. Thus, ϕ /∈ ω′ because set ω′ is
consistent. Define α′ to be ω′ and action profile δ′ to be such that δ′(a) = ω′

for each agent a ∈ A. Therefore, (α′, δ′, ω′) ∈ P by Definition 6.

Claim 4. α ∼a α′.
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Proof of Claim. By Definition 4 and the choice of α′, it suffices to show
that Kaψ ∈ α iff Kaψ ∈ ω′ for each formula ψ ∈ ΦST. First, if Kaψ ∈ α, then
Kaψ ∈ X ⊆ ω′ by the choice of sets X and ω′. Second, suppose Kaψ /∈ α.
Thus, ¬Kaψ ∈ α because set α is maximal. Then, α ` Ka¬Kaψ by the
Negative Introspection axiom and the Modus Ponens inference rule. Hence,
Ka¬Kaψ ∈ α because set α is maximal. Thus, Ka¬Kaψ ∈ X ⊆ ω′ by the choice
of sets X and ω′. Then, ω′ ` ¬Kaψ by the Truth axiom and the Modus Po-
nens inference rule. Therefore, Kaψ /∈ ω′ because set ω′ is consistent. �

This concludes the proof of the lemma. �

The next lemma is used in Lemma 26 to prove (⇒) direction in the case
when a formula has the form STaϕ.

Lemma 23. If (α, δ, ω) ∈ P and STaϕ /∈ ω, then at least one of the following
statements is true:

1. there exists a play (α′, δ′, ω′) ∈ P such that α ∼a α′, δ(a) = δ′(a), and
ϕ /∈ ω′,

2. ϕ ∈ ω′ for each play (α′, δ′, ω′) ∈ P such that α ∼a α′.

Proof. We consider the following two cases separately.
Case I: Kaϕ /∈ α. We show that statement 1 of the lemma holds. Consider
the following set of formulae

X = {¬ϕ} ∪ {Kaψ | Kaψ ∈ α} ∪ {STaχ |STaχ ∈ δ(a)}.

Claim 5. Set X is consistent.

Proof of Claim. Suppose the opposite. Thus, there are formulae

Kaψ1, . . . , Kaψn ∈ α (34)

and formulae
STaχ1, . . . , STaχm ∈ δ(a) (35)

such that, using Lemma 8,

`
∧
i≤n

Kaψi ∧
∧
j≤m

STaχj → ϕ.
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Then, by propositional reasoning using Lemma 11,

` Ka

(∧
i≤n

ψi

)
∧
∧
j≤m

STaχj → ϕ.

Thus, by the Indirect Responsibility inference rule,

` Ka

(∧
i≤n

ψi

)
∧
∧
j≤m

STaχj → Kaϕ ∨ STaϕ.

Hence, by propositional reasoning using statement (35) and Lemma 11,

δ(a) `
∧
i≤n

Kaψi → Kaϕ ∨ STaϕ.

Also, note that δ(a) ∈ ∆α
a by item 5(a) of Definition 1 and the assumption

(α, δ, ω) ∈ P . Then, α ∼a δ(a) by Definition 5. Thus, Kaψ1, . . . , Kaψn ∈ δ(a)
by Definition 4 and assumption (34). Then, by propositional reasoning,

δ(a) ` Kaϕ ∨ STaϕ. (36)

Recall that Kaϕ /∈ α by the assumption of the case. Hence, Kaϕ /∈ δ(a) by
Definition 4 and because α ∼a δ(a). Thus, ¬Kaϕ ∈ δ(a) because set δ(a) is
maximal. Then, δ(a) ` STaϕ from statement (36) by propositional reasoning.
Hence, STaϕ ∈ δ(a) again because set δ(a) is maximal. Thus, STaϕ ∈ ω by
Definition 6 and the assumption (α, δ, ω) ∈ P of the lemma, which contra-
dicts the other assumption of the lemma: STaϕ /∈ ω. �

Let ω′ be any maximal consistent extension of set X. Such a set ω′ exists
by Lemma 7. Note that ¬ϕ ∈ X ⊆ ω′. Thus, ϕ /∈ ω′ because set ω′ is
consistent. Let α′ be set ω′.

The proof of the following statement is identical to the proof of Claim 4.

Claim 6. α ∼a α′. �

Define an action profile δ′ to be such that

δ′(b) =

{
δ(a), if b = a,

ω′ = α′, otherwise.
(37)
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Claim 7. (α′, δ′, ω′) ∈ P .

Proof of Claim. We need to verify conditions 1 and 2 from Definition 6.
To show the first condition, consider any formula ψ ∈ ΦST such that Kaψ ∈ α′.
Thus, Kaψ ∈ ω′ because α′ = ω′ by the choice of α′. To verify the second
condition, it suffices to show that if STbχ ∈ δ′(b), then STbχ ∈ ω′ for each
formula χ ∈ ΦST and each agent b ∈ A. Indeed, assume STbχ ∈ δ′(b) and
consider two cases:
Case (i): b = a. Note that δ′(a) = δ(a) by equation (37). Then, STaχ ∈ δ(a)
by the assumption STbχ ∈ δ′(b). Therefore, by the choice of sets X and ω′,
we have STaχ ∈ X ⊆ ω′.
Case (ii): b 6= a. Then, δ′(b) = ω′ by equation (37). Therefore, STbχ ∈ ω′ by
the assumption STbχ ∈ δ′(b). �

Case II: Kaϕ ∈ α. We show that statement 2 of the lemma holds. Consider
any play (α′, δ′, ω′) ∈ P such that α ∼a α′. It suffices to show that ϕ ∈ ω′.
Indeed, assumptions Kaϕ ∈ α and α ∼a α′ imply that Kaϕ ∈ α′ by Defini-
tion 4. Then, Kaϕ ∈ ω′ by Definition 6 and the assumption (α′, δ′, ω′) ∈ P .
Thus, ω′ ` ϕ by the Truth axiom and the Modus Ponens inference rule.
Therefore, ϕ ∈ ω′ because set ω′ is maximal. �

The next lemma is used in Lemma 26 to prove the (⇐) direction in the
case when a formula has the form Kaϕ.

Lemma 24. If (α, δ, ω) ∈ P and Kaϕ ∈ ω, then ϕ ∈ ω′ for each (α′, δ′, ω′) ∈
P such that α ∼a α′.

Proof. Suppose that ϕ /∈ ω′. Thus, ¬ϕ ∈ ω′ because set ω′ is maximal.
Hence, ω′ ` ¬Kaϕ by the contraposition of the Truth axiom and the Modus
Ponens inference rule. Then, Kaϕ /∈ ω′ because set ω′ is consistent. Thus,
Kaϕ /∈ α′ by Definition 6 and the assumption (α′, δ′, ω′) ∈ P . Hence, Kaϕ /∈ α
by Definition 4 and the assumption α ∼a α′. Then, ¬Kaϕ ∈ α because set α
is maximal. Thus, α ` Ka¬Kaϕ by the Negative Introspection axiom and the
Modus Ponens inference rule. Hence, Ka¬Kaϕ ∈ α because set α is maximal.
Then, Ka¬Kaϕ ∈ ω by Definition 6 and the assumption (α, δ, ω) ∈ P . Thus,
ω ` ¬Kaϕ by the Truth axiom and the Modus Ponens inference rule. There-
fore, Kaϕ /∈ ω because set ω is consistent. �
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The next lemma is used in Lemma 26 to prove (⇒) direction in the case
when a formula has the form Kaϕ.

Lemma 25. If (α, δ, ω) ∈ P and Kaϕ /∈ ω, then there is a play (α′, δ′, ω′) ∈ P
such that α ∼a α′ and ϕ /∈ ω′.

Proof. Let X = {¬ϕ} ∪ {Kaψ | Kaψ ∈ α}. First, we show that set X is
consistent. Suppose the opposite. Then, there are formulae Kaψ1, . . . , Kaψn ∈
α where Kaψ1, . . . , Kaψn ` ϕ. Hence, KaKaψ1, . . . , KaKaψn ` Kaϕ by Lemma 10.
Then, Kaψ1, . . . , Kaψn ` Kaϕ by Lemma 9 and the Modus Ponens inference
rule. Thus, α ` Kaϕ by the choice of formulae Kaψ1, . . . , Kaψn. Then, Kaϕ ∈ α
because set α is maximal. Therefore, Kaϕ ∈ ω by Definition 6 and the
assumption (α, δ, ω) ∈ P of the lemma, which contradicts the assumption
Kaϕ /∈ ω of the lemma. Therefore, set X is consistent.

Let α′ be any maximal consistent extension of set X. Such set α′ exists
by Lemma 7.

Claim 8. α ∼a α′.

Proof of Claim. By Definition 4, it suffices to show that Kaψ ∈ α iff
Kaψ ∈ α′ for each formula ψ. If Kaψ ∈ α, then Kaψ ∈ X ⊆ α′ by the choice
of sets X and α′.

Suppose that Kaψ /∈ α. We will show that Kaψ /∈ α′. Indeed, the as-
sumption Kaψ /∈ α implies that ¬Kaψ ∈ α because set α is maximal. Hence,
α ` Ka¬Kaψ by the Negative Introspection axiom and the Modus Ponens
inference rule. Then, Ka¬Kaψ ∈ α again because set α is maximal. Thus,
Ka¬Kaψ ∈ X ⊆ α′ by the choice of sets X and α′. Hence, α′ ` ¬Kaψ by
the Truth axiom and the Modus Ponens inference rule. Therefore, Kaψ /∈ α′
because set α′ is maximal. �

Consider action profile δ′ such that δ′(b) = α′ for each agent b ∈ A. Let
ω′ = α′. Note that ¬ϕ ∈ X ⊆ α′ = ω′. Thus, ϕ /∈ ω′ because set ω′ is
consistent.

Claim 9. (α′, δ′, ω′) ∈ P .

Proof of Claim. We will prove the two items of Definition 6. First,
suppose that Kbψ ∈ α′ for some formula Kbψ. Thus, Kbψ ∈ ω′ because
ω′ = α′.
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Second, assume that STbψ ∈ δ′(b). It suffices to show that STbψ ∈ ω′.
The assumption STbψ ∈ δ′(b) implies STbψ ∈ α′ again by the choice of action
profile δ′. Therefore, STbψ ∈ ω′ by the choice of outcome ω′. �

This concludes the proof of the lemma. �

Lemma 26 (Truth Lemma). (α, δ, ω) 
 ϕ iff ϕ ∈ ω.

Proof. We prove the lemma by induction on the structural complexity of
formula ϕ. The base case follows from item 1 of Definition 2 and Definition 7.
The cases when formula ϕ is an implication or a negation follow from the
induction hypothesis, items 2 and 3 of Definition 2, and the maximality and
consistency of set ω in the standard way. If formula ϕ has the form Kaψ, then
the required follows from item 4 of Definition 2, the induction hypothesis,
Lemma 25, and Lemma 24. Finally, if formula ϕ has the form STaψ, then
the required follows from item 5 of Definition 2, the induction hypothesis,
Lemma 23, and Lemma 22. �

Theorem 4 (Strong Completeness). If X 0 ϕ, then there is a play (α, δ, ω)
of a game such that (α, δ, ω) 
 χ for each formula χ ∈ X and (α, δ, ω) 1 ϕ.

Proof. Suppose that X 0 ϕ. Consider any maximal consistent extension ω
of set X ∪ {¬ϕ}. Such set ω exists by Lemma 7. Set ω is an outcome of the
canonical game (Ω, {∼a}a∈A, {∆α

a}α∈Ω
a∈A,Ω, P, π). Let α = ω and δ be such an

action profile that δ(a) = ω for each agent a ∈ A. Hence, (α, δ, ω) ∈ P by
Definition 6.

Also, χ ∈ X ⊆ ω for each formula χ ∈ X. Thus, (α, δ, ω) 
 χ for
each formula χ ∈ X by Lemma 26. Similarly, (α, δ, ω) 
 ¬ϕ. Therefore,
(α, δ, ω) 1 ϕ by item 2 of Definition 2. �

5. Conclusion

In this article, we studied the ex ante knowledge modality and two re-
sponsibility modalities: “seeing-to-it” and “counterfactually responsible”.
We observed that “counterfactually responsible” could be defined through
“seeing-to-it” and have shown that the converse is not true. We also gave a
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sound and complete axiomatization of the interplay between the individual
knowledge and the “seeing-to-it” modalities.

The natural next step is to generalise the “seeing-to-it” modality to cap-
ture group responsibility. This, however, is not a trivial step as a faithful
definition of “seeing-to-it as a group” must require a certain level of coordi-
nation and information sharing between the members of the group. Going
back to our example depicted in the left diagram of Figure 1, if the mom and
the dad jointly decide to use actions m3 and d1, respectively, then neither of
them sees to that the baby cries individually, but they see to it as a group.
However, if they made these choices independently, without knowing each
other’s action, then, even as a group, they perhaps should not be held re-
sponsible for the outcome. Similarly, in the International Salsa Competition
example (Example 3), Bob, Chuck, and Dan (as a group) see to the team be-
ing disqualified if they coordinated their actions. For instance, if they spent
the morning in a conversation at the time when they had to depart for the
competition. We plan to explore these questions in our future work.
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Appendix A. Auxiliary Lemmas

Lemma 8 If X,ϕ ` ψ, then X ` ϕ→ ψ.
Proof. Suppose that sequence ψ1, . . . , ψn is a proof from set X ∪ {ϕ} and
the theorems of our logical system that uses the Modus Ponens inference rule
only. In other words, for each k ≤ n, either

1. ` ψk, or

2. ψk ∈ X, or

3. ψk is equal to ϕ, or

4. there are i, j < k such that formula ψj is equal to ψi → ψk.

It suffices to show that X ` ϕ → ψk for each k ≤ n. We prove this by
induction on k through considering the four cases above separately.

Case I: ` ψk. Note that ψk → (ϕ → ψk) is a propositional tautology, and
thus, is an axiom of our logical system. Hence, ` ϕ → ψk by the Modus
Ponens inference rule. Therefore, X ` ϕ→ ψk.

Case II: ψk ∈ X. Then, similar to the previous case, X ` ϕ→ ψk.

Case III: formula ψk is equal to ϕ. Thus, ϕ→ ψk is a propositional tautol-
ogy. Therefore, X ` ϕ→ ψk.

Case IV: formula ψj is equal to ψi → ψk for some i, j < k. Thus, by the
induction hypothesis, X ` ϕ → ψi and X ` ϕ → (ψi → ψk). Note that
formula (ϕ → ψi) → ((ϕ → (ψi → ψk)) → (ϕ → ψk)) is a propositional
tautology. Therefore, X ` ϕ→ ψk by applying the Modus Ponens inference
rule twice. �

Lemma 9 ` Kaϕ→ KaKaϕ.
Proof. Note that formula Ka¬Kaϕ → ¬Kaϕ is an instance of the Truth
axiom. Thus, ` Kaϕ→ ¬Ka¬Kaϕ by the law of contrapositive in propositional
logic. Hence, taking into account the following instance of the Negative
Introspection axiom ¬Ka¬Kaϕ→ Ka¬Ka¬Kaϕ, one can conclude that

` Kaϕ→ Ka¬Ka¬Kaϕ. (A.1)

At the same time, ¬Kaϕ → Ka¬Kaϕ is an instance of the Negative In-
trospection axiom. Thus, ` ¬Ka¬Kaϕ → Kaϕ by contraposition. Hence,
` Ka(¬Ka¬Kaϕ→ Kaϕ) by the Necessitation inference rule. Thus,

` Ka¬Ka¬Kaϕ→ KaKaϕ
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by the Distributivity axiom and the Modus Ponens inference rule. The last
statement, together with statement (A.1), implies the statement of the lemma
by the laws of propositional reasoning. �

Lemma 10 If ϕ1,. . . ,ϕn ` ψ, then Kaϕ1,. . . ,Kaϕn ` Kaψ.
Proof. By Lemma 8 applied n times, the assumption ϕ1, . . . , ϕn ` ψ implies
that ` ϕ1 → (ϕ2 → . . . (ϕn → ψ) . . . ). Thus,

` Ka(ϕ1 → (ϕ2 → . . . (ϕn → ψ) . . . ))

by the Necessitation inference rule. Hence, by the Distributivity axiom and
the Modus Ponens inference rule,

` Kaϕ1 → Ka(ϕ2 → . . . (ϕn → ψ) . . . ).

Then, Kaϕ1 ` Ka(ϕ2 → . . . (ϕn → ψ) . . . ), again by the Modus Ponens infer-
ence rule. Therefore, Kaϕ1, . . . , Kaϕn ` Kaψ by applying the previous steps
(n− 1) more times. �

Lemma 11 ` Kaϕ1 ∧ · · · ∧ Kaϕn ↔ Ka(ϕ1 ∧ · · · ∧ ϕn), if n ≥ 0.
Proof. Note that ϕ1 → (ϕ2 → . . . (ϕn → ϕ1 ∧ · · · ∧ ϕn) . . . ) is a proposi-
tional tautology. Thus, ϕ1, . . . , ϕn ` ϕ1 ∧ · · · ∧ ϕn by applying the Modus
Ponens inference rule n times. Hence, Kaϕ1, . . . , Kaϕn ` Ka(ϕ1 ∧ · · · ∧ ϕn) by
Lemma 10. Therefore, ` Kaϕ1∧· · ·∧Kaϕn → Ka(ϕ1∧· · ·∧ϕn) by propositional
reasoning using Lemma 8.

To prove the implication in the other direction, consider any i ≤ n. Then
formula ϕ1 ∧ · · · ∧ϕn → ϕi is a propositional tautology. Thus, by the Neces-
sitation inference rule, ` Ka(ϕ1∧· · ·∧ϕn → ϕi). Hence, by the Distributivity
axiom and the Modus Ponens inference rule, ` Ka(ϕ1 ∧ · · · ∧ ϕn)→ Kaϕi for
each i ≤ n. Therefore, ` Ka(ϕ1 ∧ · · · ∧ ϕn) → Kaϕ1 ∧ · · · ∧ Kaϕn by proposi-
tional reasoning. �

48


