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A mental scanning paradigm was used to examine the representation of nonspeech sounds in working
memory. Participants encoded sonifications – nonspeech auditory representations of quantitative data – as
either verbal lists, visuospatial images, or auditory images. The number of tones and overall frequency
changes in the sonifications were also manipulated to allow for different hypothesized patterns of reaction
times across encoding strategies. Mental scanning times revealed different patterns of reaction times across
encoding strategies, despite the fact that all internal representations were constructed from the same
nonspeech sound stimuli. Scanning times for the verbal encoding strategy increased linearly as the number of
items in the verbal representation increased. Scanning times for the visuospatial encoding strategy were
generally slower and increased as the metric distance (derived metaphorically from frequency change) in the
mental image increased. Scanning times for the auditory imagery strategy were faster and closest to the
veridical durations of the original stimuli. Interestingly, the number of items traversed in scanning a
representation significantly affected scanning times across all encoding strategies. Results suggested that
nonspeech sounds can be flexibly represented, and that a universal per-item scanning cost persisted across
encoding strategies. Implications for cognitive theory, the mental scanning paradigm, and practical
applications are discussed.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Humans are constantly perceiving and processing all manner of
sights, sounds, and other environmental stimuli. Cognitive psychologists,
in particular, have attempted to understand how people mentally
represent or think about these diverse varieties of stimulation. Influential
theoretical accounts have emphasized dual-process models of working
memory that distinguish verbal (i.e., symbolic speech) from visuospatial
(i.e., analogical imagery) representational processes (Baddeley, 1992;
Mayer&Moreno, 1998;Wickens, 2002). Todate, relatively little attention
has been paid to the internal coding of nonspeech sounds, such as music,
environmental sounds, and sonifications, including nonspeech auditory
information displays like those found increasingly in digital devices.
These commonly encountered stimuli are not readily classifiable as
verbal or visuospatial, yet the processing of nonspeech sounds is clearly
an important component of human cognition (for an overview, see
McAdams & Bigand, 1993) that has been given little consideration with
respect to encoding and representation. Given that nonspeech sounds
pervade many environments and their presence may affect other

concurrent information processing tasks (Salame & Baddeley, 1989;
Shelton, Elliot, Eaves, & Exner, 2009), research to understand the
encoding of nonspeech sounds in working memory is also important
for practical reasons.

Evidencehas suggested that nonspeech soundsmight assumeanon-
symbolic (i.e., nonverbal) format of cognitive representation that also is
not visuospatial, but instead is best described as auditory imagery—a
pseudo-isomorphic auditory analog to visual imagery (e.g., Crowder,
1989; Farah & Smith, 1983; Keller, Cowan, & Saults, 1995; Reisberg,
1992). The phenomenon of auditory imagery, however, has not been
fully explored in the context of thewell-established dichotomyof verbal
and visuospatial processing in working memory. Though Baddeley and
Logie (1992) identified the phonological loop– theverbalmechanismof
working memory – as “the seat of auditory imagery” (pp. 180), that
conclusion implies little or no functional distinction between the
auditory representation of nonspeech sounds and the representation of
verbal information in working memory. Empirical evidence (e.g.,
Deutsch, 1970) and some theories of speech perception (Liberman &
Mattingly, 1985) challenge this perhaps overly simplistic interpretation.

Another theoretical difficulty is that descriptions of working
memory (Baddeley, 1992; Mayer & Moreno, 1998; Wickens, 2002)
have often implicitly linked (and sometimes explicitlywed) the internal
coding of a stimulus to its external format (e.g., verbal, pictorial, etc.),
although a number of studies have suggested that the format of the
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cognitive representation of a stimulus is malleable by strategy,
individual differences, and/or task demands during encoding (e.g.,
Kosslyn, Ball, & Reiser, 1978;Mathews,Hunt, &MacLeod, 1980). Inother
words, the domain-specific working memory module engaged by a
given stimulus may be manipulated. There is little doubt that many
nonspeech sounds can be recoded with a verbal label such as a musical
note name, and this labeling ability has been identified as the primary
(but not the only) encoding mechanism in absolute pitch (Zatorre &
Beckett, 1989). Other research, however, has suggested that nonspeech
sounds may also be encoded as visuospatial images. For example, pitch
has exhibited systematic crossmodal relationships with visual space
such that sounds of higher pitch were congruent with higher spatial
position or “up” (Ben-Artzi & Marks, 1995; also see Kubovy, 1981), and
this and related phenomena have been dubbed “weak synesthesia”
(Martino & Marks, 2001). Both qualitative (Mikumo, 1997) and
anecdotal (Zatorre & Beckett, 1989) reports have suggested that
musicians may form images from sounds that are visuospatial in nature
(e.g., a visual imageof notes onamusical staff to encode amelody), and a
recent examination of descriptive reports of encoding strategies for
auditory stimuli showed that participants engaged in auditory imagery,
verbal labeling, and visuospatial imagery when they performed tasks
with nonspeech sounds (Nees & Walker, 2008).

Introspective and anecdotal reports alone have not provided enough
evidence to draw strong conclusions regarding the independence of
verbal, visuospatial, and nonverbal auditory representations in working
memory, as thesedata canbe subjective andproblematic (for adiscussion,
see Evans, 1990).Whereas qualitative introspections have provided some
insights regarding the internal representation of stimuli, a more rigorous
approach should corroborate and confirm these reports with more
objectivemeasures. The current experiment used response times derived
from themental scanning paradigm to try to differentiate three formats of
internal representation in working memory: verbal representation,
visuospatial imagery, and (nonverbal) auditory imagery.

1.1. Mental scanning

In the typical mental scanning trial, an internal representation is
“viewed” or mentally examined in the absence of an external percept.
Sternberg (1966, 1969/2004) first used the mental scanning proce-
dure to make inferences from behavioral outcomes (reaction times)
about the properties of memory for verbal materials. Of relevance to
the current experiment, his work showed that the time to perform an
exhaustive internal scan of a list of digits increased as a function of the
number of items in the list (also see, for example, Klatzky, Juola, &
Atkinson, 1971). Kosslyn et al. (1978) showed that, under conditions
of visuospatial imagery (as contrasted with Sternberg's digit lists),
mental scanning times varied as a function of the metric distance
scanned in an image. The experiment required participants to
memorize a map of an island with landmarks, then to image the
map and mentally scan between locations. Reaction times for the
scanning task increased linearly with increasing distance between
locations on the map, and the correlation between reaction time and
actual distance on the map was r=.97.

Recent work has shown that images constructed from verbal
descriptions (rather than percepts of images) also have metric
visuospatial properties. In a series of studies, Denis and Zimmer
(1992) used a variety of methods to converge on the finding that the
internal representations of maps generated from texts are functionally
equivalent to the analog mental images formed from viewing a picture
of the describedmap(also seeNoordzij, vander Lubbe, & Postma, 2005).
Mental scanning times for traversing points in themaps generated from
text increased as a linear function of the distance between points on the
map, and this finding was successfully replicated (Denis, 2008).
Neurogimaging research (Mellet et al., 2002) has confirmed thatmental
scanning of visuospatial representations constructed from verbal
descriptions indeed recruits areas of the brain that typically are associated

with visual perception—a finding that lends credence to the claim that
these representations are in fact distinct to visuospatial processing (also
see Kirchoff & Buckner, 2006; Kosslyn & Thompson, 2003). No research to
date, however, has empirically confirmed that metric spatial relations are
present in visual images derived via auditory frequency's metaphorical
relationship with distances in space (Ben-Artzi & Marks, 1995; also see
Kubovy, 1981).

Halpern (1988), however, demonstrated a temporal mental
scanning effect for songs. In the absence of a real auditory percept,
participantswere asked tomake two-choice judgments about the lyrical
or musical content of well-known songs, and reactions times increased
systematically as participants were asked to make comparisons across
increasing spans of time in the songs. This result was taken as evidence
that auditory imagery for songs preserved temporal relationships—an
auditory parallel to the finding of preserved spatial relationships in
visual imagery. The further examination of this and other formats of
encoding for sounds has been mostly overlooked. Halpern suggested,
“The ideal control group for this comparison is a logical impossibility—
that is a group that is told not to use an imagery representation (which
would be equivalent to saying ‘don't think of an elephant’). Perhaps a
control group could be instructed specifically to use a nonimagery
strategy.” (pp. 441). The ideal control, however, may not be a group that
is instructed to use a generic nonimagery strategy, but rather may be
groups that are instructed to use plausible alternative encoding
strategies to auditory imagery. Halpern's series of studies, therefore,
compared a specifically instructed auditory imagery condition to a
spontaneous encoding strategy control condition. Most participants in
the control conditionexhibitedpatternsof reaction times that suggested
that they spontaneously adopted the same auditory imagery strategy as
the instructed condition. Halpern suggested the potential for a
comparison condition that did not use auditory imagery, but she did
not specify what a “non[auditory]imagery strategy” might entail. The
current experiment specifically addressed this dilemma by instructing
the use of three theoretically plausible encoding strategies for
nonspeech sounds: auditory imagery, visuospatial imagery, and verbal
encoding.

1.2. Motivations and overview of the current experiment

In the current study, we attempted to demonstrate that listeners are
flexible in the encoding and representation of nonspeech sounds in
working memory. We did this by differentiating the mental scanning
times associated with nonspeech auditory, verbal, and visuospatial
encoding strategies, respectively, for the samenonspeech sound stimuli.
Halpern's (1988) work on mental scanning appears to be the only
research to date to examinemental scanning of sounds, and no research
has shown within the same experimental paradigm that nonspeech
sounds can be represented via verbal processes, visuospatial imagery,
and auditory imagery inworkingmemory. Our experiment used a set of
manipulations that were expected to differentiate mental scanning
times based on the instructed format of encoding of the stimulus.

Participants listened to sonifications—specifically, nonspeech auditory
representations where higher pitched tones represented higher temper-
aturesonafictional planet. Sonifications featuredeither two, three, or four
data points (i.e., discrete tones) that represented temperature readings;
the distance between data points was varied systematically such that
some sonifications featured more pronounced frequency changes (i.e.,
greater changes in represented temperature values) over time. Within a
block of trials, participantswere instructed to encode the sounds as either
a verbal list, a visuospatial image, or an auditory image. In the Verbal
condition, participants encoded the data points as a verbal list of
temperatures (e.g., 20 °F, 40 °F, 45 °F, etc.). In the Visuospatial Imagery
condition, participants encoded the sounds as a pictorial image of the
mercury in a thermometer, where a greater frequency change corre-
sponded to a higher level of mercury in the thermometer image. In the
Auditory Imagery condition, participants were instructed to encode the
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sonification as a sound exactly as they heard it (like a tape recorder),
without any recoding. Following encoding, theywere given a cue to begin
to “scan” their respectivemental representations. Theexperimentuseda3
(encoding strategy)×3 (numberof tones)×3 (frequency change)within-
subjects design, and scanning times from the onset of the cue were
recorded as theprimarydependent variable.Wealsomeasured subjective
workload across encoding strategies using the NASA Task Load Index
(NASA-TLX) (Hart & Staveland, 1988).

1.3. Hypotheses

Although participants heard exactly the same sound stimuli across
each block, different patterns of results were predicted based on the
encoding strategy manipulations, which were expected to influence
representation of the stimuli in working memory.

1.3.1. Hypothesis 1
Mental scanning times for the verbal strategy were expected to be

unaffected by the overall frequency change in the sonification, but were
predicted to increase as a function of the number of data points –
corresponding to the number of items in the set to be exhaustively
scanned (see Sternberg, 1966, 1969/2004) – in the stimulus. Consistent
with this previous finding on scanning ofmemory for verbal stimuli, we
had good reason to expect that adding more items to a verbal list
(dictated by the manipulation of the number of tones in the sounds)
would increasemental scanning times, yet the actual numbers in the list
(dictated by the frequency change manipulation) would not affect the
time to mentally scan the list.

1.3.2. Hypothesis 2
Mental scanning times for the visuospatial imagery strategy were

expected to increase as the overall frequency change increased in the
sonification for a given trial.When participantsmade a pictorial internal
representation of a thermometer from the sonifications with greater
frequency changes – which represented metrically longer visual
depictions of the mercury level – the distance traversed in mentally
scanning the image should have been affected by the overall amount of
change in frequency (see Denis & Zimmer, 1992; Kosslyn et al., 1978).
Wedidnot expect the number of tonesmanipulation to have aneffect in
this condition, as participants were instructed to scan through
intermediate values in the thermometer image without pausing their
scanning process.

1.3.3. Hypothesis 3
Sonificationdurationswereheld constant across themanipulations of

frequency change and the number of tones, thus mental scanning times
for the auditory imagery condition were not predicted to be affected by
either the frequency change or the number of tones presented in
sonifications. Previous research has suggested that auditory representa-
tions preserve the temporal aspects of the perceived stimulus (Halpern,
1988; Levitin & Cook, 1996), thus the auditory imagery encoding
condition was hypothesized to show the fasting mental scanning times
(closest to the veridical duration of the auditory stimuli). The
hypothesized flat scanning times across stimulus manipulations would
differentiate this encoding strategy from verbal and visuospatial internal
representations.

1.3.4. Hypothesis 4
Though little research has examined the mental workload

associated with transforming percepts into different representational
formats, the formation of visual images, for example, has been shown
to require time (see, e.g., Tversky, 1975), which may be indicative of
increased mental workload. We hypothesized that overall scores on
the NASA-TLX (Hart & Staveland, 1988) would show lower perceived
workload for the auditory imagery condition as compared to the
verbal and visuospatial representational conditions, as the auditory

imagery condition did not require participants to recode the initial
percept into a different format in working memory.

2. Method

2.1. Participants

Participants (N=44, 21 females, M age=19.6 years, SD=1.6)
were recruited from undergraduate psychology courses at the Georgia
Institute of Technology and received course credit for their partici-
pation in the study. All reported normal or corrected to normal vision
and hearing.

2.2. Apparatus

Data collection was administered with a program written with the
Macromedia Director 2004 software package. Visual presentations of
instructions and responses were made on a 17 in (43.2 cm) Dell LCD
computer monitor. Auditory presentations were delivered via
Sennheiser HD 202 headphones.

2.3. Stimuli

The stimuli in the current experiment were designed to allow for
hypotheses thatwoulddifferentiate threedistinct formats of encoding for
nonspeech sounds. Sonification stimuli depicted the temperature at a
weather station on a fictional planet, over the course of one day. Higher
temperatures were represented with higher frequencies of auditory
tones (Walker, 2002, 2007). The change in frequency (and its referent
temperature) over the course of the day wasmanipulated at three levels
(small, medium, and large). Small frequency changes were operationally
definedas jumps inoneoctave (frommusical noteC4 toC5)on theequal-
temperedmusical scale, whereasmedium and large stimuli changed two
(fromnote C4 to C6) and three (fromnote C4 to C7) octaves, respectively.
Each sonification used the same note (C4) as the lower-bound anchor
while systematically varying the upper bound anchor for frequency (i.e.,
temperature) attained during the day. Participants were told that the
lower bound of the day always corresponded to a starting temperature of
20 °F, and that the temperature on the planet always increased, albeit to
greater or lesser extents, over the course of a day. The maximum
temperature value thatwaspossible in the sonification stimuliwas120 °C
(represented by note C7), but participants were told that the maximum
temperature was not necessarily achieved every day.

Sonifications also featured two, three, or four discrete tones. For two-
tone stimuli, the toneswere the lower andupper anchors dictatedby the
change in frequency manipulation, as described above. For three-tone
stimuli, a random data value between the given anchors was
represented with one additional note from the equal-tempered scale.
Four-tone stimuli had two notes (i.e., temperature values) in between
the anchors. The precise values of the interpolated tones in three- and
four-tone sonifications were not of interest—the significance of the
manipulation was the addition of more items (i.e., data points,
represented with tones) to the sonification.

Participants were told that on some days, measures of temperature
were sampled more frequently (i.e., three or four times), but each
sonification represented the rise in temperatures over the course of
only one single day. Four variations on each factorial combination of
number of tones and frequency change were created to provide a
variety of stimuli.

Each sonification was 800 ms in duration. Discrete tones for
sonifications with two tones were 400 ms in length, and three- and
four-tone stimuli used tones that were 266 and 200ms in length,
respectively. All discrete tones had 10 ms onset and offset ramps and
used the MIDI piano timbre. Sonifications were designed to maintain a
constant overall duration to allow for hypothesized patterns of reaction
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times that could differentiate auditory imagery and verbal encoding
strategies.

2.4. Procedure

Participants completed the informed consent procedure and
demographic questionnaires, then received a brief orientation to the
overall task. The computer programexplained the relationship between
the notes and the temperature changes in the sonifications, and also
provided a brief description of and instructions for each of the three
possible encoding strategies (described below) and the scanning task.
Participants then experienced the Verbal, Visuospatial Imagery, and
Auditory Imagery conditions in three separate blocks of trials. The order
of encoding conditions was counterbalanced across participants.
Participants knew the purpose of encoding was for a subsequent
memory scanning task.

2.4.1. Verbal condition
Participants received instructions to encode the sounds as a verbal

list of words – specifically a list of values, one for each tone – that
named the temperatures from the beginning to the end of the day.
During instructions, participants saw an example to an audiovisual
animation that depicted a verbal list becoming populated as a sound
stimulus was heard. The instructions encouraged participants to
forget about sounds and images, and participants were told to focus
only on the list of values that they believed the sounds represented.

2.4.2. Visuospatial Imagery condition
Participants received instructions to encode the sounds as a

visuospatial image – specifically a picture of a thermometer that
represented temperature with a vertical line – in their minds. During
instructions, participants saw an example audiovisual animation that
depicted a visuospatial representation (i.e., a thermometer) forming as
the sound stimulus was played. The height of the vertical line in the
animation (i.e., the mercury in the thermometer) increased as the
frequencyof the tones increased, ashigher frequency representedhigher
attained temperature in the sonifications. The instructions emphasized
that participants were to forget about words and sounds and focus only
on the image of the thermometer when encoding and remembering the
temperatures for that day (i.e., that trial). The thermometer image was
chosen as a visual metaphor for auditory frequency, because its vertical
representation of quantity was amenable to translations from auditory
frequency to the single, constrained visual dimension of height.

2.4.3. Auditory Imagery condition
Participants received instructions to encode the sounds as a pseudo-

isomorphic auditory representation by remembering and rehearsing the
sonification stimulus exactly as it was perceived. Participants were told
to use pitch memory to retain the sounds exactly as they were heard—
like a tape recorder in their minds. The instructions encouraged
participants to focus only on the sounds.

2.5. Task and instructions

Kosslyn (1973) cautioned that “pilot work had indicated that
considerable instructional overkill was necessary to insure [sic] S's
compliance” (p. 92), and Kosslyn et al. (1978, Experiment 3) found
that even if subjects were instructed to make a visual image, they
sometimes used an alternate strategy to accomplish the scanning task.
In other words, subjects must be explicitly told to consult their
internal representations (e.g., rather than attempting tomake another
representational transformation) to accomplish the task. Following
instructions for each block, the experimenter consulted briefly with
each participant and emphasized the importance of following the
encoding instructions for the block. The experimenter also confirmed
through verbal self-report that participants understood the assigned

encoding strategy and the scanning task. Importantly, the instructions
were carefully worded so as to instruct specific encoding and scanning
procedures without suggesting that any particular encoding strategy
should exhibit any particular shortening or lengthening of mental
scanning times as a function of the stimulus manipulations (for a
thoroughdiscussion of this concernwith themental scanningparadigm,
see Kosslyn, 1980, Chapter 12). The computer program reminded
participants of their assigned encoding strategy at the beginning of
every trial.

On a given trial, participants listened to a sonification of the
temperatures for one day on the fictional planet and encoded the
stimulus according to the assigned strategy. Participants indicated
that they had successfully encoded the stimulus by pressing the
spacebar and then saw a brief (3000 ms) blank gray screen
immediately followed by a “+” centered on the screen. Participants
were encouraged to rehearse their internal representations using the
prescribed encoding strategy during the blank screen. The “+” cued
participants to begin mental scanning of their respective representa-
tions of the stimuli. For the verbal encoding strategy, participants
silently read (i.e., used their “inner voices” to produce from memory)
the encoded list of values upon appearance of the “+” cue.
Participants were told to progress from the first value in their mental
list to the last value in order at a fast, unchanging rate, and to press the
space bar as soon as their mental scan of the list was complete. For the
visuospatial imagery condition, participants were instructed, upon
seeing the “+” cue, to scan the mercury level in their thermometer
visual image as if the mercury were rising at a fast, constant speed
from the initial temperature value of the day without stopping until
the mercury reached the height of the final temperature of the day.
Participants were told to scan through any intermediate values in
their representation without pausing and to press the space bar when
the mercury reached the location of the ending temperature for the
day in their thermometer image. Finally, in the auditory imagery
condition, participants were instructed to replay the sonification in
their mind (like pressing “play” on the tape recorder in their minds)
upon seeing the “+” cue, and they pressed the space bar as soon as the
mental recording had finished playing. For all conditions, the
computer program recorded the time from the onset of the “+” cue
until the space bar was pressed as the dependent variable scanning
time.

Followingevery trial, participants identified the strategy theyhadused
to encode and remember the sonification during the trial. Participants'
choices were limited to “sound [auditory imagery] strategy,” “word
[verbal] strategy,” “picture [visuospatial imagery] strategy,” or “not sure”.
Participants selected at least one strategy, and they could choose more
than one strategy. In an effort to reduce the potential for demand
characteristics in the identification of strategy compliance, the strategy
compliance questionnaire included these instructions: “Please be honest
even if you used the wrong strategy—it is very important that we know
which strategy that you used.” The experimenter also explained the
importance of answering the strategy compliance questions honestly,
regardless of their compliance or noncompliance with the instructed
encoding strategy. Marquer and Pereira (1990) advocated for the self-
reported corroborations of strategy use as well as an examination of
patterns of reaction times in studies of internal representations. Kosslyn's
mental imagery experiments (e.g., Kosslyn et al., 1978) used retrospective
reports on strategy compliance across an experiment and eliminated all
data from participants who reported strategy compliance below a
particular threshold (e.g., 75%), which resulted in the removal of data
from 7.6%, 15.4%, 12%, and 6.3% of participants in his Experiments 1, 2, 3,
and 4, respectively. Other studies that have manipulated encoding
strategies reported eliminating (Reichle, Carpenter, & Just, 2000) or
empirically identifying (Mathews et al., 1980) similar percentages of
participants who were unable to implement visuospatial imagery
encoding strategies, in particular. Dunlosky andHertzog (1998) reviewed
potential flaws in retrospective estimates of strategy implementation
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(e.g., forgetting) across an experiment or block of trials and suggested that
participants should be queried about strategy use on a trial-by-trial basis.
A later experiment (Dunlosky & Hertzog, 2001) found that trial-by-trial
reports were preferable to retrospective strategy use reports, particularly
in instances where spontaneous production of strategies was not of
interest. In the current study, the strategy compliance question following
each trial served as a manipulation check for the encoding strategy
independent variable. Since the current experiment assigned encoding
strategies rather than examining spontaneously produced encoding
strategies, the trial-by-trial strategy check was chosen to allow for the
most precise check of the encoding strategy manipulation.

At the beginning of each of the three encoding strategy blocks,
participants completedninepractice trials (one fromeachof the factorial
combinations of the sonification stimulus manipulations). During the
testing phase, four repetitions of each of the nine factorial combinations
of frequency change and number of data points were randomly
interleaved for a total of 36 experimental trials in each of the three
encoding strategy blocks. At the end of each block, participants also
completed the NASA-TLX (Hart & Staveland, 1988) as a measure of the
subjective workload experienced in each encoding condition.

3. Results

When a participant did not indicate use of the appropriate encoding
strategy on the post-trial report screen, the participant's data for that
trialwere removed from further analyses. This procedure resulted in the
removal of data for 4.9% of all trials (b0.01%, 8.38%, and 5.75% of trials in
the auditory imagery, verbal, and visuospatial imagery encoding
conditions, respectively). Statistical outliers – operationally defined as
any datum where a participant gave a response that was 3 SD beyond
her or his own mean scanning time for that factorial cell in the study –
resulted in the removal of an additional 0.6% of trials. Thirty-nine of the
44 participants gave complete data across all conditions of the study.
Participants whose data sets had empty cells following the removal of
data for strategynoncompliance and statistical outlierswere included in
all follow-up analyses for which usable (i.e., strategy compliant and
statistically tenable) data were available.1

3.1. Scanning time analyses

A 3 (encoding strategy: auditory imagery, verbal, or visuospatial
imagery)×3 (number of tones: 2, 3, or 4)×3 (frequency change:
small, medium or large—1, 2, or 3 octaves, respectively) repeated
measures ANOVA was performed on the scanning time dependent
variable. Greenhouse-Geisser corrections were used in all analyses
where sphericity assumptions were violated. Results (see Fig. 1)
showed significant main effects of strategy, F (1.50,57.02)=20.01,
pb .001, partial η2=.35, number of tones, F (1.47,55.83)=64.20,
pb .001, partial η2=.63, and frequency change, F (1.35,51.24)=6.69,
p=.007, partial η2=.15, as well as significant interactions of strategy
with number of tones, F (2.31,87.59)=4.50, p=.01, partial η2=.11,
and strategy with frequency change, F (1.67,63.31)=9.49, p=.001,
partial η2=.20. The interaction of the number of tones with frequency
changes was not significant, F (3.24,123.11)=0.61, p=.62, nor was
the three-way interaction, F (4.68,177.99)=1.28, p=.28.

Follow-up pairwise comparisons showed that, collapsed across the
number of tones and frequency change manipulations, the auditory
imagery strategy (M=1432.21, SE=78.09) resulted in faster scan-
ning times than the verbal strategy (M=1748.66, SE=121.70,

p= .01) and the visuospatial imagery strategy (M=2362.67,
SE=187.43, pb .001). The verbal strategy scanning times were also
significantly faster than the visuospatial imagery scanning times
(p=.005). The omnibus three-way analysis showed a number of
effects warranting follow-up, thus analyses continued with a series of
two-way ANOVAs, one at each level of the encoding strategy
manipulation, to test the primary hypotheses of the study.

For the Auditory Imagery condition, all 44 participants provided full
data after trials with statistical outliers or incorrect strategies were
removed. Results (see Fig. 1, panel a) showed a significantmain effect of
number of tones, F (1.44,61.96)=13.30, pb .001, partial η2=.24. The
main effect of frequency change was not significant, F (1.80,77.57)=
0.10, p=.87, nor was the interaction of the number of tones with
frequency change, F (3.14,134.92)=1.10, p=.35. For the main effect of
tones, a significant linear increasing trend described the pattern of
scanning times as the number of tones increased, F (1,43)=17.03,
pb .001, partial η2=.28.

For the Verbal condition, 41 participants provided full data after
trials with statistical outliers or incorrect strategies were removed.
Results (see Fig. 1, panel b) showed a significant main effect of the
number of tones, F (1.38,55.15)=54.43, pb .001, partial η2=.58. The
main effect of frequency change was not significant, F (1.38,55.09)=
0.59, p=.50, nor was the interaction of the number of tones with
frequency change, F (3.35,133.85)=1.93, p=.12. For the main effect of
tones, a significant linear increasing trend described the pattern of
scanning times as the number of tones increased, F (1,40)=64.87,
pb .001, partial η2=.62.

For the Visuospatial Imagery condition, 42 participants provided
full data after trials with statistical outliers or incorrect strategies
were removed. Results (see Fig. 1, panel c) showed significant main
effects of the number of tones, F (1.46,59.95)=9.93, p=.001, partial
η2=.20, and frequency change, F (1.29,52.99)=10.34, p=.001,
partial η2=.20. The interaction of the number of tones with frequency
change was not significant, F (3.23,133.63)=0.79, p=.51. For the
main effect of tones, a significant linear increasing trend described the
pattern of scanning times as the number of tones increased, F (1,41)=
12.24, p=.001, partial η2=.23. For the main effect of frequency
change, a significant linear increasing trend described the pattern of
scanning times as change in frequency increased, F (1,41)=11.60,
p=.001, partial η2=.22.

3.2. NASA-TLX analyses

A one-way repeated measures ANOVA was performed on the
NASA-TLX subjective workload scores across strategy conditions. A
significant effect of strategy was found, F (2,86)=16.96, pb .001,
partial η2=.28. Paired comparisons showed that the auditory
imagery encoding strategy (M=9.14, SE=0.50) resulted in a
significantly lower perceived workload than both the verbal encoding
strategy (M=11.61, SE=0.37, pb .001) and the visuospatial encoding
strategy (M=11.25, SE=0.45, pb .001). The verbal and visuospatial
encoding strategies were not significantly different from one another
(p=.99).

4. Discussion

We manipulated the instructions for the encoding strategy for
sonification stimuli. We varied the stimulus properties (frequency
change and number of tones) in a configuration that allowed for
hypothesized patterns of mental scanning times – based on the
existing literature – that would differentiate each encoding strategy if
participants could in fact use a given strategy to rehearse andmentally
scan their respective representations in working memory. The
primary dependent variable was the mental scanning time, and a
dependent variable of secondary interest was the NASA-TLX measure
of subjective workload for each encoding strategy. Results generally

1 This approach was adopted in an effort to analyze all usable data that were
collected, given that a participant could have had difficulty with using one particular
encoding strategy but not the others. Based on the concerns of a reviewer, we also
conducted all follow-up analyses with only the 39 participants that gave full data
across all conditions. In these analyses, the patterns and magnitudes of significant and
nonsignificant effects were unaffected, so we report the follow-up analyses with all
usable data here.
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confirmed the hypotheses thatmental scanning timeswould differentiate
distinct encoding formats. Mental scanning times under visuospatial
encoding were generally longer and were sensitive to the frequency
changemanipulation,whichwas ametaphorical indicator ofmetric space
in participants' visual images. To our knowledge, this is the first study to
offer quantitative empirical evidence that nonspeech sounds can be
encoded as visuospatial images, and that these images seem to have the
same properties as visuospatial images formed from visual percepts.
Mental scanning times under verbal encoding were sensitive to the
number of tone manipulation, which corresponded to the number of
items in verbal lists. Mental scanning times under auditory imagery
encodingwere fastest overall (compared to the other encoding strategies)
and closest to the veridical lengths of the external sound stimuli.

Across all three encoding strategies, participants' mental scanning
times were sensitive to the number of tones manipulation. This
somewhat unexpected but interesting finding suggests a universal
per-item scanning cost that persisted across encoding strategies. One
plausible explanation for this finding, which is discussed in more
detail below, is that rehearsal/scanning mechanisms across all three
types of representation require some process that serially generates or
scans the representation. Another possible explanation is that the
initial external sound stimulus had a lingering effect in addition to the
observed effects of encoding strategy.

The NASA-TLX subjective workload scores showed lower perceived
workload for the auditory imagery condition. This finding is consistent
with the notion that the recoding of a stimulus from its external format
requires mental effort. The auditory imagery condition required no
recoding of the percept; thus perceived workload was lower for this
strategy as compared to the verbal or visuospatial encoding strategies.

4.1. Nonspeech sounds and representations in working memory

The results of this experiment offer some tentative evidence for an
independent representational format for nonspeech auditory imagery
that exists alongside the dual-process descriptions of verbal and
visuospatial working memory that are common in current cognitive
theory (e.g., Baddeley, 1992; Mayer & Moreno, 1998; Wickens, 2002).
Further research is needed to determine the extent to which nonspeech
auditory imagery representation actually occurs independent of other
forms of representation. It has been suggested that the mechanisms of
verbal rehearsal are also responsible for the maintenance of nonspeech
sounds in working memory (e.g., Baddeley & Logie, 1992), yet the data
on this subject are equivocal. The current results show that the mental
scanningparadigmcanbeused todifferentiate patternsof reaction times
for verbal rehearsal and scanning processes as compared to nonspeech
auditory imagery rehearsal and scanning processes. More research, and
likely new researchparadigms altogether, are needed to disentangle this
complex question regarding whether speech and nonspeech auditory
stimuli receive mutually exclusive cognitive representations.

There have effectively been four approaches for dealing with
encoding strategies in memory experiments. First, many researchers
are not interested in encoding strategies, so individual differences and
heterogeneity in such strategies are assumed to be handled by random
assignment to conditions and are therefore ignored altogether. A second
approach is to choose stimuli and tasks that are assumed to induce
homogeneous use of encoding strategies across participants. These
approaches may, for example, use unusual symbols that are not
amenable to verbal labeling to induce an imagery strategy in memory,
or alternatively, take steps to induce verbal encodingbymaking imagery
strategies difficult and inefficient, such as by changing from a capitalized
font for a study set to a lower case font for a test probe in amemory task
(see, e.g., the Symbol Probe Task and the Letter Probe Task, respectively,
in Henson, Burgess, & Frith, 2000). The third approach is to allow
participants to use spontaneous encoding strategies during data
collection, then to use post hoc methods such as retrospective
questionnaires (e.g., Kirchoff & Buckner, 2006) or model-fitting of
individual data patterns (e.g., Mathews et al., 1980) to determinewhich
participants used a given encoding strategy. Finally, the fourth approach
is to instruct participants to use a particular encoding strategy for a task
and thereby explicitly manipulate the encoding strategy with in-
structions and a careful manipulation check to screen for strategy
compliance (e.g., Kosslyn et al., 1978). We chose the fourth approach in
our experiment to establish which possible strategies are plausible
candidates for encoding of nonspeech sounds, but we believe that
experimental paradigms using the second and third approaches will
further strengthen and confirm (or disconfirm) our results and
interpretations here.

For example, the current study instructed encoding strategies across
all conditions anddidnot allow for a spontaneous encoding strategy tobe
selected by participants. Research on the sentence–picture verification
task has suggested that, while encoding strategies vary according to
individual differences or task demands, a verbal encoding may be the
default strategy adopted by a majority of participants (Hunt, 1978).
During debriefing, our own participants have reported using verbal
strategies to encode sonifications about twice as often as they report
visuospatial or auditory imagery strategies (Nees & Walker, 2008). A
given participant's proclivity toward a particular encoding strategy for
nonspeech sounds warrants further research. The small number of
participants in the current studywhose data were removed as a result of
strategy noncompliance may have been prescribed a strategy that
contradicted their spontaneous encoding preference. This type of result
has been reported in studieswhere visuospatial imagery is prescribed for
a task; a small number of participants have been unable to successfully
form images (Kosslyn et al., 1978; Mathews et al., 1980). A related
question involves the extent towhich visuospatial imagery of nonspeech
sounds occurs with sounds less amenable to visual imagery than the
stimuli used here. Future research should examine, for example, the
conditions under which a person will spontaneously use a given

Fig. 1. Mean mental scanning times as a function of encoding strategy, frequency change, and the number of tones. Error bars represent standard error of the mean.

314 M.A. Nees, B.N. Walker / Acta Psychologica 137 (2011) 309–317



encoding strategy. Halpern's (1988) work suggested that most people
will spontaneously adopt an auditory imagery encoding strategy for
sounds, and our subjective workload results suggest that this approach
may be the least cognitively taxing approach for remembering
nonspeech sounds. Other research has shown that most people will
adapt their encoding strategy to perform a task most efficiently (e.g., by
using imagery when it affords easier task performance, see, e.g., Kroll &
Corrigan, 1981), and new research paradigms might be able to
demonstrate a similar phenomenonwith encoding of nonspeech sounds.

4.2. Per-item scanning costs in mental scanning paradigms

Denis and Kosslyn (1999) noted that, whereasmental scanningwas
originally formulated as a paradigm for studying internal representation,
the literature on mental scanning has branched to include an interest in
the process in and of itself. As such, an unexpected but interesting
outcome of the current experiment was the finding of a per-item
scanning cost that was universal across the encoding strategies
examined here, but was most pronounced with the verbal encoding
strategy. This finding replicates and expands upon the previous finding
of Kosslyn et al. (1978, Experiment 1) and suggests that during mental
scanning participants are sensitive (to varying degrees of effect) to the
number of items present in the representation, regardless of the specific
format of the representation inworkingmemory. The per-item scanning
costwas noted in Kosslyn's early work, yet this effect, to our knowledge,
has never been fully explained or replicated in the literature in the
decades since it was first noticed.

There are a number of possible explanations for this effect, but two
prominent possibilities are suggested by the literature and the pattern
of results obtained here: 1) visuospatial and auditory rehearsal
mechanisms in workingmemory are involved in mental scanning and
operate to reinstate and scan representations in a serial manner (i.e.,
with a per-item access cost), much like the articulatory mechanism of
verbal working memory; and/or 2) a lingering effect of the original,
external auditory percept was present in addition to the effects of the
encoding strategy manipulation.

Regarding the first possibility, the active rehearsal and mainte-
nance of verbal material in the articulatory/phonological loop
component of verbal working memory has been shown to occur in a
serial fashion such that the time to review items in verbal memory
increases as a function of the number of items to be reviewed (e.g.,
Baddeley, 1992, 2002; Sternberg, 1966, 1969/2004). Performance of
some visuospatial tasks like the Corsi Block-Tapping Test (see Kessels,
van Zandvoort, Postma, Kappelle, & de Haan, 2000) requires serial
visuospatial production from memory. A mechanism to account for
serial processes with visuospatial representations has not been fully
identified in the same fairly unanimous way that the phonological
loop of verbal working memory has been identified as the mechanism
of serial verbal processing. Candidate processes for the maintenance
of visuospatial representations include “online…discrete shifts in
spatial attention” (Awh, Jonides, & Reuter-Lorenz, 1998 pp. 788).
Other research has similarly suggested that an inner scribe actively
maintains sequential information about movements and spatial
locations (Logie & Pearson, 1997). Pearson (1999) showed that an
interference task that disrupted the inner scribe affected mental
scanning times, but not blink transformations—mentally switching
from one distinct image to another rather than scanning within an
image. These results suggest that the inner scribe may be closely tied
to the process of mentally scanning a visual image.

The only candidate rehearsal process that has been suggested for
auditory imagery has been the same phonological loop that is
involved in verbal rehearsal (Baddeley & Logie, 1992), but this
proposal seems at least partially inadequate given that many sounds
that cannot necessarily be articulated can nonetheless be remem-
bered (e.g., Crowder, 1993; Deutsch, 1970; Keller et al., 1995;
Schellenberg & Trehub, 2003). Reisberg, Smith, Baxter, and Sonen-

shine (1989) showed that only covertly articulated auditory images
can be reinterpreted ambiguously, whereas unarticulated auditory
images are unambiguous. This finding suggested that different
properties of representations – or perhaps different representations
altogether – may emerge when articulatory processing is engaged.
Though articulatory processes can clearly operate on verbal repre-
sentations and also at least can imitate some nonspeech auditory
stimuli, articulation seems to be neither a necessary condition of, nor a
sufficient explanation for, auditory imagery for nonspeech sounds.
The distinction may be that some working memory tasks require only
the articulatory component or the passive store of the phonological
loop, yet other tasks require both components (Smith, Reisberg, &
Wilson, 1992). A mechanism to account for the maintenance and
rehearsal of inarticulable nonspeech sounds in working memory
remains to be explained with future research.

Another interpretation, as mentioned above, involves the possi-
bility that some trace of the initial auditory stimulus persisted in the
domain-specific internal representation. Biological evidence that
complements this explanation has been found in a PET experiment
that showed that domain-specific internal representations con-
structed from different modalities of input showed unique patterns
of neural activation (i.e., domain-specificity of the internal represen-
tation irrespective of the modality of the stimulus), yet the
representations maintained distinct biological markers for the
modality of input (Mellet et al., 2002). In the current study, results
showed evidence of domain-specific internal representation as a
function of encoding strategy, yet the universal per-item cost could
plausibly result from a lingering, stimulus-specific effect of the
number of tones present in the auditory stimulus.

4.3. A note on demand characteristics and the mental scanning paradigm

A reviewer of this study was especially concerned with the
possibility that unique task demands across the different encoding
strategies caused the observed patterns of mental scanning times
rather than the encoding strategy itself or the format of internal
representation being scanned. It is well-established that simply
instructing participants “to scan” their memories leaves ambiguity
as to how participants approach the task (see Denis & Kosslyn, 1999,
pp. 603) and results in heterogeneous approaches to mental scanning,
so careful instructions that were specific to mental scanning for each
particular encoding strategy were required. We do not view this
criticism as particularly problematic, however, because the instruc-
tions were the manipulation. We took care with our instructions to
minimize the potential introduction of demand characteristics that
would imply expectations about hypothesized scanning times. We
believe that the differentiation of mental scanning times for different
encoding strategies for the same stimuli within the same experiment
is a strength rather than a weakness of our approach, because the bulk
of mental scanning to date has examined encoding strategies
piecemeal with either no control groups or spontaneous (unin-
structed) strategy control groups, which can be problematic due to
individual differences in strategy use (see, e.g., Halpern, 1988;
MacLeod, Hunt, & Mathews, 1978).

Historically, the mental scanning paradigm has been subject to
similar methodological criticisms surrounding demand characteristics
(e.g., Pylyshyn, 1981). This line of criticism posits that participants
produce patterns of reaction times in mental scanning tasks not as a
function of the structure or format of their own internal representa-
tions of information, but instead as a function of their expectations
regarding how they “should” respond. These expectations, it has been
suggested, are informed by their assumptions regarding the hypoth-
eses of the experimenter (inferred from the experimental instruc-
tions) or their own suppositions about the correct pattern of reaction
times that should result from performing the task (inferred from their
own perceptual experiences or attention to particular features of the
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stimuli). Although this criticism of mental scanning studies has
already been addressed at length (Denis & Carfantan, 1985; Denis &
Kosslyn, 1999; Kosslyn, 1980, Chapter 12; Reed, Hock, & Lockhead,
1983), it seemingly inevitably arouses concern for the critical reader
of studies that use mental scanning. If the demand characteristics
hypothesis is drawn upon to explain the pattern of results shown
here, thenwemust conclude that participants successfully anticipated
some hypotheses regarding the predicted pattern of reaction times
that were implicit (at best) in the instructions, while participants
failed to respond in accordance with other very explicit experimental
instructions—for example, the instructions to scan through interme-
diary temperatures, where present, without stopping during visuo-
spatial image scanning. Further, in our study, frequency demonstrated
a metaphorical relationship with metric distance, but only when the
participant used a visuospatial encoding strategy. We know of no
perceptual or imagery theory that would predict this symbolic
distance effect for frequency representations in working memory
per se, unless changes in frequency are converted to a visuospatial
image that associates greater distances with greater frequency
changes. We see no way in which the appeal to task demands offers
a more complete or plausible interpretation of the observed results for
mental scanning times for the instructions that were used in this
experiment. We believe that the demand characteristics hypothesis is
considerably less parsimonious – not to mention less consistent with
the existing literature and theory – than our interpretation of the
results: namely, that the mental scanning times differentiated
different encoding strategies that informed different formats of
internal representation with a universal, per-item scanning cost
across representational formats.

4.4. Practical relevance

The overall patterns of mental scanning times in this experiment
differentiated verbal, visuospatial, and auditory imagery encoding,
and this suggest that nonspeech auditory stimuli can indeed be
encoded flexibly in a variety of representational formats in working
memory.

Past research, and Multiple Resources Theory (see Wickens, 2002)
in particular, has suggested that distinct representational processes
(i.e., verbal and visuospatial processing codes) in working memory
can proceed relatively independently with little interference with
concurrent tasks. The question of whether a distinct working memory
mechanismormodule for nonspeech soundwill function independently
of verbal or visuospatial process remains unresolved. This question is of
particular interest for practical applications, as the implementation of
nonspeech sounds in information-rich environments has become more
feasible andmore common. Theappropriateness of nonspeechsounds as
information displays will depend upon the extent to which processing
and remembering the information contained in nonspeech sounds can
be done in concert with other concurrent (often visual or verbal) tasks.

4.5. Conclusions

Using a mental scanning paradigm, we offered evidence that
nonspeech sounds can be flexibly coded in working memory. We also
found evidence that suggested a per-item scanning cost that persisted
in mental scanning across encoding strategies as the number of items
to be scanned increased. This experiment offered initial insight as to
the nature of the representation of nonspeech sounds in working
memory, which is a pervasive mental activity that has been largely
overlooked in the literature to date. Our results suggested that
nonspeech sounds can be encoded as verbal representations, visual
images, or auditory images in working memory, although the extent
to which these different formats of representation are truly modular
and independent should be examined further. Representations of
nonspeech sounds in working memory may have a considerable

impact on learning and information processing in scenarios where
diverse stimuli (e.g., verbal, visual, and nonspeech auditory stimuli)
are present.
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