Department of Mathematics

Lafayette College

MATH 377: Advanced Regression Analysis
Fall 2017
Instructor:  
Jeffrey Liebner


Pardee Hall 232

610-330-5910


liebnerj@lafayette.edu
Office Hours:
MW 9:30-11, Th 1-4

Other times: by appointment
Texts:
Weisberg, S. (2014).  Applied Linear Regression, Fourth Edition, Wiley.  ISBN-13: 978-1118386088

Optional:  Kutner, M., Nachtsheim, C., and Neter, J. (2004)  Applied Linear Regression Models, Fourth Edition, McGraw-Hill/Irwin.



ISBN-13: 978-0073014661
Overview/Objectives:

This course provides an option for students seeking an exposure to more specialized topics in statistics, expanding upon the concepts of regression first introduced in MATH 336.  The topics of study will include simple linear regression, multiple linear regression, and nonlinear regression.   Specific topics related to these general classes of regression will include application of least squared techniques, inference, diagnostics such as residual analysis and the associated remedial measures, and the use of ANOVA in regression.  To allow for proper examination of these topics, the course will utilize a matrix-based approach.  In addition, this course will seek to enhance the interaction between mathematics and other disciplines by showing how regression is used in a multitude of fields through practical application of the techniques covered in this class in real-world scenarios.
Intended Student Learning Outcomes

At the conclusion of this class, students will be able to:

· Understand and correctly apply the concepts behind simple and multiple linear regression and correlation.
· Utilize matrix algebra to perform regression calculations and to conceptualize the geometric ideas underlying regression.
· Independently develop and build regression models for use in analyzing datasets.
· Use computer software to perform appropriate statistical analyses of data.

· Appreciate the importance and utility of the proper application of statistical ideas in real-world scenarios.

Prerequisites:

Students are expected to have successfully completed MATH 336 (Mathematical Statistics) and either MATH 272 (Linear Algebra with Applications) or MATH 300 (Vector Spaces).  Students are also expected to use techniques covered in the calculus sequence.
Attendance:
Attendance for class is mandatory. Unexcused absences will have an adverse effect on your grade. Excused absences are those recognized by an excuse from the dean or by prearrangement with the instructor.  Excessive unexcused absences will result in a grade of F for the course.
Course Information:

The Moodle system will be used to maintain course information.  Students should check here for assignments, course handouts, and other course related materials.  A special note regarding Moodle privacy, via the Moodle homepage:

Moodle contains student information that is protected by the Family Educational Right to Privacy Act (FERPA).  Disclosure to unauthorized parties violates federal privacy laws.  Courses using Moodle will make student information visible to other students in this class.  Please remember that this information is protected by these federal privacy laws and must not be shared with anyone outside the class.  Questions can be referred to the Registrar's Office.

Class Cancellations:

Lafayette College almost never cancels daytime classes.  In the event that an unexpected problem requires that a class be cancelled, I will send an e-mail to all students prior to class.  If you do not receive an e-mail, expect class to be in session. As I am originally from Buffalo, never assume that snow is a reason for class cancellation.
Incompletes:

An incomplete will only be given if the majority of the work in the course is completed and an emergency situation exists that prevents the student from completing the course by the time of the final examination.  Please notify me immediately if such an event occurs so that we may make arrangements.

Special Needs:

In compliance with Lafayette College policy and equal access laws, I am available to discuss appropriate academic accommodations that you may require as a student with a disability. Requests for academic accommodations need to be made during the first two weeks of the semester, except for unusual circumstances, so arrangements can be made. Students must register with the Office of the Dean of the College for disability verification and for determination of reasonable academic accommodations.
Note that to be eligible for appropriate accommodations, you must provide me with the appropriate form from ATTIC prior to any class event which would require these accommodations.

Homework Assignments:
Homework will be assigned on a weekly basis to be submitted for grading.  Students may discuss the assignment with others in the class, but the submitted material must be each student’s own work.  Failure to abide by these standards will result in disciplinary measures being taken.  Homework submitted after the due date will not be graded.
Course Project:
Probability and statistics is not only a study of mathematics, but an exercise in communicating mathematical results to others.  Knowledge of regression is often useful in explaining and interpreting the world around us.  Thus, in addition to the weekly homework assignments, there will be a course project involving analysis of a real-world dataset.  Additional information regarding the project will be provided at a later time.

Exams:
There will be two 75-minute in-class exams presented during the course of the semester and a final exam scheduled at the end of the course.  Each of these exams will have a take-home portion in addition to the in-class section.  The take-home portion will involve the use of computer software.  Note that the take-home portion of the exam is an individual exams that is to be done without collaboration.  In the event of an excused absence from an exam, the exam will be made-up within a week of the student’s return to class.  Unexcused absences will receive a score of zero for the exam.

Grading:


Grades will be based on the following breakdown:



Assigned Homework:


20%






Course Project:


20%



In-class Exams (2 at 20%):

40%



Final Exam:



20%

Students can expect that the following grade distribution will be roughly followed when assigning final grades: A: 90-100%, B: 80-90%, C: 70-80%, D: 60-70%, F: below 60%.  Pluses and minuses will be distributed within each range.

Academic Honesty:

You are reminded of the college policy on Intellectual Honesty.  Any case of academic dishonesty will be brought to the attention of the dean.  If there are any questions on this matter please speak with me. 

Credit Hour Compliance:

The student work in this course is in full compliance with the federal definition of a four credit hour course. Please see the Lafayette College Compliance webpage (http://registrar.lafayette.edu/files/2012/07/Federal-Credit-Hour-Policy-Web-Statement.doc) for the full policy and practice statement.
Course Outline
Date     Lecture #     HW#     Assigned Section                          Topic___________

8/29
1

1.1-1.6
Introduction

8/31
2

2.1-2.3
OLS estimation

9/5
3

2.4-2.6
Properties of estimates

9/7
4
1
2.7-2.8
R-squared and residuals

9/12
5

3.1-3.3
Multiple regression

9/14
6
2
3.4
Regression with matrices
9/19
7

3.4
Properties of estimates
9/21
8
3
3.5
Predictions in multiple regression
9/26
9

4.1
Interpreting regression lines
9/28
10
4
4.2
Removing variables
10/3
11

9.1
Residuals 

10/5
12


Test #1
10/10
No class – Fall break

10/12
13

9.2-9.4
Residual tests 
10/17
14

9.5-9.6
Residuals and influence 
10/19
15

10.1-10.3
Variable selection

10/24
16

5.1
Factor models 
10/26
17

5.2-5.3
Polynomial regression

10/31
18

5.4
Splines
11/2
19

5.5
Principle Component Analysis

11/7
20

6.1
F-tests

11/9
21

6.2
ANOVA

11/14
22

7.1-7.2
Weighted least squares

11/16
23

7.4
Mixed models

11/21
24


Test #2
11/23
No class – Thanksgiving break
11/28
25

7.5
Variance stabilizing 





transformations
11/30
26

8.1-8.2
Transformations of variables

12/5
27

12.1-12.2
Regression with count data
12/7
28

12.5
Generalized linear regression
